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Abstract

The Predictive Learning Analytics (PLA) System is revolutionizing student engage-
ment and retention in the field of education. This cutting-edge method excels in
promptly detecting pupils who might be vulnerable, thereby providing educators
with the essential information needed to take preemptive measures. The incor-
poration of PLA systems into educational frameworks has experienced a notable
increase, demonstrating their essential nature. I have made a significant contribu-
tion to this subject by developing an advanced prototype of a PLA system. This
technique serves not only as a means of forecasting pupils’ academic vulnerabilities
but also identifies those who are excelling, allowing instructors to customize their
methods for enhanced educational opportunities. By comparing several models and
focusing on certain data types in the field of learning analytics, my research aims to
identify the most effective model to use in my prototype. This will ensure that the
educational improvement tool is strong and adaptable.

In the model I've designed, the heart of the system lies in its ability to utilize
student data sourced from an API. This crucial data is meticulously analyzed using
a Python program, laying the groundwork for the predictive process. Following
this analysis, the data is then processed by an ASP.NET MVC application. It’s
within this application that the raw data is transformed into a predictive insight,
forecasting student performance with precision.

To bring these insights to the user, an interactive dashboard visually displays
the predictive results. Here, educators can compare the predicted outcomes with
the students’ actual grades to evaluate the system’s accuracy. This head-to-head
comparison has consistently demonstrated the system’s effectiveness in pinpointing
students who are experiencing academic challenges, thereby enabling timely and in-
formed interventions.

Keywords: Learning Analytics, Predictive learning analytics, Predictive
models, Data Visualization, Dashboard
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1 Introduction

Predictive Learning Analytics is an advanced field under Learning Analytics (LA)
that focuses on using predictive models to improve educational results in different
educational environments. With the increasing importance of data-driven decision-
making, PLA is becoming a fundamental aspect of the education industry. It has a
crucial role in tackling important issues such as reducing dropout rates, improving
student performance and retention, enhancing curriculum development, increasing
student happiness, and assuring timely completion of academic programs [7].

LA employs a wide range of analytical methods to systematically quantify, exam-
ine, and present the extensive data collection produced by educational institutions.
The purpose of this methodical approach is to provide valuable insights that re-
sult in practical enhancements for the aforementioned concerns. Although both
manual and automatic data analytics are used in this field, automatic analytics
demonstrates higher performance because of its ability to efficiently and accurately
handle big datasets. The adoption of online learning platforms, accelerated by the
worldwide response to the epidemic, has significantly enhanced the effectiveness of
Learning Analytics systems by offering a larger and more detailed collection of data

[8].

Da;ta Action

Figure 1.1: Learning analytics component [1]

Predictive models are essential to PLA as they identify kids who are potentially at
danger of academic underachievement. This anticipation enables instructors to ac-
tively interact with the impacted pupils, providing them with customized assistance
and tools to improve their likelihood of achieving success. Furthermore, predictive
analytics provides a method for optimizing the allocation of resources, determin-
ing the most efficient interventions for different student demographics, and thereby
promoting a fairer educational setting.

PLA also encompasses the important aspect of tailoring learning experiences to
individuals. By analyzing the distinct capabilities, limitations, and requirements
of students, educators can tailor personalized learning experiences, improving both
student involvement and effectiveness. This customized approach is especially help-
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ful in the field of distance education, where the lack of conventional support systems
requires a more detailed understanding of student requirements.

In the realm of remote education, Prior Learning Assessment goes beyond being
merely supportive and becomes indispensable. Distance learners may experience
feelings of isolation and lack of support due to the absence of in-person assistance and
physical resources often seen in a traditional classroom. PLA addresses this disparity
by offering a virtual understanding of the student’s learning journey, enabling timely
interventions and fostering a more helpful educational experience.

In order to properly understand the extent and possibilities of PLA, it is nec-
essary to explore the roots and methodology of analytics and how it is applied in
educational settings. It is crucial to possess a comprehensive comprehension of an-
alytics, encompassing its diverse categories and procedures. The understanding of
this fundamental information forms the basis of PLA and defines its ability to trans-
form educational paradigms, enhancing learning experiences by making them more
adaptable, insightful, and focused on outcomes.

The paper’s structure is precisely created to guide the reader towards a thorough
comprehension of PLA. Each chapter is precisely constructed to build upon the
previous one, ensuring a coherent and informative analysis of the subject.

The first chapter of this research establishes the foundation by examining Learn-
ing Analytics and its progression into Predictive Learning Analytics, which is a more
specialized domain. This process is situated among the difficulties encountered in
higher education, where PLA is proposed as a possible remedy. The chapter com-
mences with a comprehensive examination of LA, establishing its fundamental prin-
ciples and importance. Subsequently, the discussion shifts towards an examination
of PLA, highlighting its origin from LA and its distinctive features such as its abil-
ity to make predictions and its appropriateness for tackling particular challenges in
the field of higher education. The chapter identifies and examines these challenges,
highlighting the motivation for selecting PLA as the central focus of the research.
This suggests that PLA has the potential to improve educational results.

The second chapter, titled 'State of the Art,” delves deeply into Predictive Learn-
ing Analytics, providing a thorough overview and exploring its diverse applications
within educational settings. This is followed by an analysis of the processes and
technologies that underpin PLA, including a review of modern research focusing
on the algorithms and techniques employed in different PLA systems. The chap-
ter concludes by examining PLA visualization, specifically discussing research on
dashboard design and its development principles, highlighting how effective data
representation is crucial for the practical application of PLA insights.

In the “Methodology” chapter, the primary emphasis is placed on delineating
the sophisticated approach and advanced techniques employed throughout this re-
search. The chapter begins with a detailed description of the use case, followed
by an in-depth presentation of the proposed model. It then delves into the Data
Preparation segment, which is subdivided into three key areas: Audience Response
System, Self Test, and Topic Recommender. Additionally, the chapter encompasses
a thorough examination of Multiple Linear Regression Analysis and Data Pattern
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Analysis, culminating with a discussion on Visualization Techniques, highlighting
their significance in interpreting and presenting the research findings.

The “Implementation” chapter comprehensively details the practical aspects of
the research, structured into key sections: Backend Development, Frontend Cre-
ation, IDEs and Tools Utilization, Dataset Preparation, Analysis Performance, and
Analysis Visualization. The Visualization segment is further divided into three piv-
otal subsections, namely Login Panel, Layout Design, and Dashboard Design, each
meticulously elaborated to showcase the intricate processes and decisions involved
in bringing the research project to fruition.

“Results and Evaluation” presents an empirical validation of the paper’s discov-
eries. Displayed here is a dashboard interface that allows for the examination of
actual findings in comparison to predicted outcomes. This interface provides con-
crete evidence of the research’s influence.

The “Conclusion” section of the study serves as a capstone, offering a succinct
review of the thesis while also highlighting its key contributions and suggesting av-
enues for future research. In this final section, I summarize the entirety of the thesis,
underscoring the significant advancements and insights gained in the field of Pre-
dictive Learning Analytics. Furthermore, I delve into the potential benefits, future
work possibilities, and limitations of the research. This comprehensive approach not
only encapsulates the progress made but also sets the stage for ongoing academic
exploration, ensuring that the discourse on PLA continues to evolve and expand.

1.1 Learning Analytics (LA)

Learning Analytics is a developing area of study that combines data analysis and
educational theory. It is defined by the Society for Learning Analytics Research
(SoLAR) and other educational organizations. The primary objective of Learn-
ing Analytics is to optimize the learning process by utilizing educational data and
implementing analytical models to evaluate academic advancement and promote
educational enhancement [9].

Learning analytics is defined by its diverse and complex nature, which involves
a range of techniques and instruments designed to comprehend and enhance the
process of learning and the settings in which it takes place. Through the utilization
of learner data analysis and data-driven decision-making, educators and institutions
can customize the learning process, enhance student involvement, and enhance ed-
ucational efficacy.

The discipline of Learning Analytics is divided into four main areas, each focusing
on a distinct element of utilizing and analyzing educational data. These branches
provide as foundational support for comprehending, analyzing, and responding to
the large quantities of data produced in educational settings.

Descriptive analytics refers to the process of analyzing data to gain insights and
understand patterns and trends [10]. Descriptive analytics is fundamental in LA as
it aims to offer a comprehensive understanding of previous and current educational
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situations. It encompasses the gathering, analysis, and understanding of past data to
provide a concise overview of educational actions and results. This form of analytics
is crucial for comprehending patterns throughout a period, such as the academic
achievement of students in a certain course or the advancement of grades across an
educational program. It provides a response to the question of “what has occurred”
during the learning process, enabling instructors to measure and depict student
accomplishments and difficulties.

How can we
make it happen?
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Figure 1.2: Data Analytics: Organizational Value vs. Difficulty [2]

Diagnostic Analytics refers to the process of analyzing data to identify the root
causes of problems or issues. Diagnostic analytics goes beyond descriptive analytics
by examining the underlying causes and reasons behind the observable educational
phenomena. Educational data analysis employs a root cause analysis approach to
comprehensively examine the causes and reasons that contribute to certain trends
or patterns. Diagnostic analytics utilizes data mining and detailed analysis to reveal
connections between teaching methods and learning outcomes. It can also identify
external factors, such as engagement levels in various learning environments, that
impact student performance [11].

Predictive analytics use historical and present data to anticipate future educa-
tional outcomes, in contrast to descriptive and diagnostic analytics which focus on
analyzing past events. It discerns patterns and trends that can anticipate, with
a certain degree of likelihood, what may occur subsequently in a student’s educa-
tional progression. Predictive analytics can accurately forecast whether students are
susceptible to academic underperformance or withdrawal, facilitating prompt inter-
vention. Nevertheless, as per your request, we shall refrain from further exploring
predictive analytics in this context [12].

Prescriptive analytics, the most sophisticated version of LA, not only predicts
future trends but also recommends the most effective actions to get desired educa-
tional results. It applies knowledge obtained from predictive analytics and integrates
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it with rule-based systems to suggest certain treatments. Prescriptive analytics can
provide the optimal communication technique to effectively engage with students
who are at risk or customize a learning route that is most likely to assist a student
in understanding challenging subject matter [13]. This type of analytics facilitates
decision-making processes that can result in enhanced learning experiences and in-
creased educational efficacy.

Every form of learning analytics has its own unique advantages when applied in
the field of education. Descriptive analytics establishes the fundamental data narra-
tive, diagnostic analytics provides explanations and correlations, predictive analytics
suggests future probabilities and prescriptive analytics offers practical recommen-
dations. Collectively, they embody a holistic strategy for making well-informed,
data-centric choices in the field of education, with the goal of maximizing learning
outcomes for each individual student.

The emergence of large-scale data and progress in technology have propelled the
present patterns in LA. These developments encompass the increasing popularity
of adaptive learning systems, which modify learning routes to cater to the specific
needs of individual learners, and the utilization of machine learning algorithms that
can accurately forecast student achievement. Social network analysis is an emerging
field that offers valuable insights into the dynamics of collaborative learning and the
social dimensions of education.

Learning Analytics encompasses the gathering and examination of comprehensive
student data, which gives rise to significant concerns regarding privacy and ethics.
Institutions must effectively manage the task of striking a balance between the
advantages of (LA) and the duty of safeguarding student privacy. SoLAR and
other organizations stress the necessity of transparency in the process of collecting,
utilizing, and distributing data, as well as the significance of acquiring informed
consent from all individuals whose data is involved [14].

LA encounters various obstacles in its execution, despite its inherent potential.
An essential challenge is the effective amalgamation of technology and education.
Educational institutions must guarantee that the tools and platforms they employ
are in line with their educational objectives and that there is a harmonious collab-
oration between data scientists and educational practitioners. Additionally, there
is the task of guaranteeing that LA initiatives are all-encompassing and take into
account the heterogeneous requirements of every student.

In the future, the field of LA is expected to become more advanced as artificial
intelligence and machine learning continue to develop. This advancement will fa-
cilitate further customization of learning experiences and the development of more
accurate prediction models. Furthermore, there is expected to be an increased focus
on multimodal learning analytics, which involves the utilization of data from several
sources, such as physical and physiological data, to gain a holistic understanding of
learners and provide them with comprehensive support [15].

Learning Analytics is an innovative discipline that holds the potential to com-
prehensively comprehend and enhance the process of learning. Organizations like
SoLAR are leading the way in growing this profession, making sure that it develops
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with a strong understanding of the ethical aspects and a dedicated focus on im-
proving education. The widespread adoption of Learning Analytics in educational
institutions worldwide has the potential to greatly influence and improve educa-
tional practices and outcomes. This signifies a new era when data-driven insights
contribute to educational excellence.

1.2 Issues in Higher Education in LA

The rate of “early school leavers” aged 18-24 has decreased in the European Union
over the last decade, from 13% in 2011 to 10% in 2021. Males (11%) departed from
education and training prior to their female counterparts (8%), in 2021. By 2030,
the EU intends to have early education dropout rates fall below 9 percent [3].

WV 902 90\D g0V 90\S 90\ 90V 90V 90\ 9020 02!
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Figure 1.3: Early leavers from education and training in Europe in 2021 [3]

With the exception of a few, early school departures decreased in the majority
of EU Member States; Croatia had the lowest rate at 2%, while Romania had
the highest at 15%. Already sixteen Member States have achieved the EU’s 2030
objective. The early school dropout rates for women were generally lower than
those for males throughout the European Union, with the exception of Bulgaria and
Romania.
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Academic challenges

Lack of motivation to study

Lack of engagement in the course

Lack of learning support

Lack of resources

Socio-economic status of the student

Figure 1.4: Probable reasons for the high drop-out rate

The global issue of high attrition rates in educational institutions, be it at the
primary or tertiary level, is a matter of great concern. Multiple variables contribute
to these rates of students leaving school before completion.

Academic Challenges: A significant number of students encounter academic chal-
lenges that impede their ability to stay on track with the program. The hurdles may
encompass difficulties in comprehending intricate topics, a lack of proper readiness,
or poor fundamental understanding. When students encounter difficulties compre-
hending and excelling in their academic pursuits, they may experience discourage-
ment and opt to withdraw from their studies to evade additional academic setbacks
[16].

Lack of Motivation to Study: Motivation is a crucial factor in a student’s ded-
ication to their education. Insufficient interest or enthusiasm towards the subject
matter or education as a whole can result in the choice to drop out. When students
lack motivation, they may fail to recognize the significance of pursuing their studies,
resulting in a decline in their dedication to the educational process [17].

Lack of Engagement in the Course: Active involvement is essential for op-
timal learning outcomes. When students experience a lack of connection with the
course material, instructional techniques, or the learning environment, their interest
is more likely to diminish. Disinterested students frequently terminate their studies
due to a perceived lack of relevance or utility in their learning [18].

Lack of Learning Support: Students encountering challenges require comprehen-
sive assistance, such as tutoring, counseling, and mentorship. Insufficient support
networks can result in struggling students experiencing a sense of isolation. In the
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absence of essential support, students may experience a sense of being overwhelmed
and choose to withdraw rather than actively seek aid in order to overcome difficul-
ties [19].

Lack of Resources: The limited availability of educational materials, such as
textbooks, technology, or a suitable study environment, might impede a student’s
academic performance. Insufficient resources among students can pose significant
obstacles in maintaining academic progress, resulting in academic difficulties and
the risk of dropping out [20].

Lack of Socio-Economic Status: Socio-economic variables, such as household
income and background, might impact a student’s ability to obtain high-quality
education and necessary assistance. Students hailing from socio-economically poor
households may encounter supplementary obstacles, rendering it more challenging
to remain enrolled in educational institutions, as they may be compelled to seek
employment or provide financial assistance to their families [21].

Predictive learning analytics can function as a proactive remedy to address the
problem of elevated dropout rates and improve student retention in educational
institutions. Institutions can use data-driven insights and algorithms to identify
students who are likely to drop out early in their academic experience. These an-
alytics empower educators and support personnel to rapidly intervene and offer
customized assistance to kids who are facing difficulties. For example, predictive
analytics can accurately identify particular academic difficulties, disengagement, or
other elements that contribute to a student’s likelihood of withdrawing from school.
Equipped with this data, educators can provide focused academic assistance, guid-
ance, or counseling, effectively tackling problems before they worsen [8]. Predictive
analytics enable institutions to continuously evaluate students’ progress and engage-
ment, allowing them to alter their techniques and interventions. This eventually
creates a more supportive and individualized learning environment. Through the
utilization of predictive learning analytics, institutions may effectively identify and
tackle the underlying reasons for student dropout, leading to higher rates of student
retention and more success in achieving educational objectives [22].

Predictive Learning Analytics is transforming the educational domain by present-
ing novel resolutions to enduring and emergent obstacles in conventional and digital
learning settings. As PLA progresses, it increasingly tackles a wider array of ed-
ucational concerns, each of which necessitates a more nuanced comprehension and
customized methodologies.

The achievement disparity is one of the most significant issues in education that
PLA is attempting to resolve. Frequently impacted by socioeconomic factors, this
disparity may result in uneven educational achievements. By identifying trends and
patterns that contribute to this disparity, PLA enables educators to develop inter-
ventions that specifically target underrepresented or disadvantaged student groups.

Curriculum design is an additional domain in which PLA is having a substantial
effect. Conventional methodologies in curriculum development might not consis-
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tently correspond with the changing demands of the student body. Through the
examination of student engagement and performance data, PLA has the capacity
to provide insights to curriculum developers regarding the efficacy of existing edu-
cational materials and approaches [23]. This, in turn, can result in the development
of more dynamic and pertinent curricula.

PLA is instrumental in streamlining administrative procedures within academic
institutions. Through the forecasting of enrollment patterns, student achievement
results, and resource needs, PLA can facilitate enhanced financial planning, opera-
tional decision-making, and resource allocation.

Within the domain of online education, PLA plays a pivotal role in addressing
distinctive obstacles including student isolation and the digital divide. PLA can
assist educators in identifying students who may be experiencing difficulties with
technology access or feelings of isolation within the digital learning environment
through the analysis of engagement patterns. This understanding is vital for formu-
lating approaches to promote fair and equal access and cultivate a more inclusive
community of online learners.

PLA has implications for the development of educators as well. Through the pro-
vision of insights regarding student learning preferences and teaching effectiveness,
PLA has the capacity to inform professional development initiatives for educators,
enabling them to modify their instructional approaches in a more efficient and adapt-
able manner.

In regard to the mental health and well-being of pupils, PLA can provide sub-
stantial assistance. Through the surveillance of student engagement, anxiety, and
stress indicators, PLA tools can assist educators in identifying students who may be
experiencing mental health challenges, thereby facilitating prompt intervention and
support [24].

The capacity of predictive learning analytics to tackle a diverse range of challenges
demonstrates its expansive nature in the field of education. PLA is increasingly rec-
ognized as a valuable resource in the field of education, as it assists in bridging
the achievement gap, improving curriculum development, expediting administra-
tive processes, addressing the intricacies of online education, supporting educator
development, and prioritizing student well-being. On the contrary, the successful
execution of PLA necessitates ongoing development, ethical deliberation, and coop-
eration among policymakers, technology specialists, and educators to guarantee that
it caters to the varied and ever-changing requirements of the academic community.

1.3 Motivation

The primary objective of this project is to develop and deploy a sophisticated pre-
dictive learning analytics system, accompanied by an interactive and user-friendly
dashboard. This system is designed for dual utilization by students and educators,
aiming to greatly enhance the educational experience at higher education institu-
tions. This effort aims to utilize predictive analytics to customize and improve
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learning processes, creating a more engaged and effective learning environment for
students. Additionally, it offers instructors valuable tools to enhance teaching ap-
proaches.

PLA, when effectively adopted, can identify students at risk and provide timely
interventions, leading to better learning outcomes. This research aims to uncover
how PLA can be integrated to support students more effectively.

Traditional educational settings often face difficulties in keeping students consis-
tently motivated and ensuring their successful progression through courses. Students
encounter obstacles, and teachers may not always have the necessary tools or in-
sights to effectively address these challenges, resulting in reduced learning outcomes
and satisfaction among students.

E-mentoring offers a comprehensive solution to these challenges. It presents an
array of benefits for both students and educators but there is still room for im-
provement. Personalization is one key aspect that could be enhanced. E-mentoring
systems can be further personalized to cater to individual student needs, ensuring
that the support provided is highly tailored to each student’s requirements. More-
over, learning analytics must be refined to ensure that the data collected is effectively
utilized. The insights gained from these analytics should be translated into action-
able steps, benefiting both students and educators. Accessibility to e-mentoring
tools must be expanded to accommodate students with varying technological abili-
ties and those who may have limited access to technology. Finally, to maximize the
impact of e-mentoring, these tools should be seamlessly integrated into educational
curricula, working harmoniously with traditional teaching methods.

Specific tools that address the issues of traditional education include the Audience
Response System (ARS) and Self Test technology, both created at the Technical Uni-
versity of Chemnitz. STEM (Science, Technology, Engineering, and Mathematics)
disciplines benefit greatly from ARS since it is an interactive technology that encour-
ages students to actively participate in lectures in real time. Additionally, students
are given the ability to independently evaluate their knowledge and monitor their
learning progress through the use of Self-Test.

An exciting new era is dawning in engineering education as Self-Test and Audi-
ence Response Systems (ARS) become standard tools in disciplines like computer
science and engineering. These tools provide a new level of energy to traditional
lectures, making them more participatory and captivating. The traditional model
of classroom instruction has given way to one in which students take an active role
by contributing to class discussions, answering questions, and otherwise interacting
with the course content. In the STEM (Science, Technology, Engineering, and Math-
ematics) fields, where understanding complex ideas requires investigation, this kind
of active participation is very important. Furthermore, the real-time assessment
capabilities of ARS provide an invaluable feature—immediate feedback on students’
understanding. This instant feedback empowers students to pinpoint areas where
they require further focus and clarification, thus fostering a deeper grasp of complex
subjects. Simultaneously, Self-test tools enable students to evaluate their knowl-
edge both before and after lessons, allowing them to gauge their preparedness and
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track their progress. By promoting self-regulated learning, these technologies offer
students a powerful means to take control of their educational journey.

Moreover, these tools can incorporate predictive learning analytics, which play
a pivotal role in identifying students who may face challenges in specific engineer-
ing topics and anticipate their future learning needs. Armed with these insights,
educators can provide precisely targeted support, addressing students’ individual
needs more effectively. In the broader context, ARS and Self Test technologies ele-
vate student engagement, facilitate active learning, offer real-time assessment, and
contribute significantly to improved learning outcomes. In essence, these techno-
logical advancements render STEM fields more accessible, enjoyable, and effective
for students. As a result, they are poised to play a central role in shaping the
future landscape of engineering education, revolutionizing how students learn and
educators teach in these disciplines.

The research endeavors to develop an intelligent predictive learning analytics sys-
tem, harnessing the power of visual dashboards, automated algorithms, and data
gleaned from ARS tests, self-assessments, and topic recommenders. This cutting-
edge system will be put to the test with active participation from a cohort of ap-
proximately 200 students.
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The aim of the “State of the Art” section is to provide a comprehensive and thorough
examination of the most recent breakthroughs and findings in the field of Predictive
Learning Analytics. This section will specifically focus on the current research and
approaches that are expanding the limits and establishing new benchmarks in the
field of PLA. The analysis will involve a thorough investigation of state-of-the-art
methodologies, groundbreaking frameworks, and noteworthy instances that have had
a substantial influence in this field. Moreover, it will examine the consequences of
these advancements on both theoretical and practical uses, offering valuable perspec-
tives on future patterns and possible domains of investigation in predictive learning
analytics.

2.1 Predictive Learning Analytics (PLA)

This section is structured into two distinct parts. The initial part, titled 'Overview
and Applications,” provides a comprehensive overview of predictive learning analyt-
ics and explores its various applications. The subsequent part, 'Process and Tech-
niques,’ delves into the specific processes and techniques associated with predictive
learning analytics.

2.1.1 Overview and Applications

Predictive learning analytics is a sophisticated methodology that integrates data
analytics and machine learning to examine student data and forecast future aca-
demic achievement. This application is designed for instructors to actively im-
prove learning outcomes and customize educational experiences to meet individual
requirements|25]. By analyzing data on student characteristics, behaviors, and out-
comes, predictive learning analytics systems can provide insights and recommen-
dations to educators and learners, helping them to improve learning outcomes and
optimize the learning experience. Some common applications of predictive learning
analytics include personalized learning, early warning systems for at-risk students,
and adaptive learning systems that adjust the difficulty of content based on student
performance.

Predictive learning analytics systems typically work by collecting data from vari-
ous sources, such as students’ grades, attendance, participation in class, test scores,
performance records, student’s socioeconomic status, prior coursework, learning
style, etc [26]. This data is then analyzed using machine learning algorithms to
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Figure 2.1: Learning Analytics Bridge [1]

identify patterns and relationships that can be used to make predictions about stu-
dent performance.

Predictive learning analytics systems can also be used to optimize the learning
experience for individual students by providing personalized recommendations or
adapting the content or difficulty level based on student performance data. This
can help to ensure that students are challenged at an appropriate level and can
make progress at their own pace.

Applications:

In the Applications section, I delve into the realms of Personalized Learning, Early
Warning Systems, and Adaptive Learning Systems, exploring their significance and
functionality.

Personalized Learning: PLA has the ability to adapt the learning trajectory for
each student by taking into account their specific requirements and rate of learning.
It has the capability to suggest certain resources or activities to target individual
strengths and shortcomings.

Early Warning Systems: Through the examination of trends such as attendance,
levels of engagement, and academic performance, PLA is able to identify students
who are at a high risk of falling behind or discontinuing their education. This allows
for prompt intervention with assistance methods.

Adaptive Learning Systems: These systems employ PLA (Performance Level
Assessment) to constantly evaluate students’ performance and adjust the level of
complexity of educational material accordingly. This guarantees that pupils are not
excessively burdened or insufficiently stimulated.

Data Sources for PLA: Within the framework of our inquiry, an analysis of
heterogeneous data repositories has been conducted, incorporating entities such as
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Learning Management Systems, Demographic Data, Behavioral Data, and various
supplementary sources.

Learning Management System (LMS) Data: This encompasses comprehen-
sive documentation of student engagements within educational platforms, such as
the frequency of accessing courses, the timing of assignment submissions, and the
level of participation in online forums. A Learning Management System (LMS) is
a software application or web-based technology utilized to strategically organize,
execute, and evaluate a particular learning procedure [27]. LMSs are frequently
employed for the dissemination of e-learning courses and training programs, but
they can also serve as a means of overseeing conventional classroom-based courses.
Predictive learning analytics is a kind of educational data mining that employs data
and analytics to forecast a student’s probable performance in a course or program.
Certain Learning Management Systems (LMSs) possess inherent predictive analytics
capabilities, whereas others can be linked with external predictive analytics tech-
nologies. Blackboard, Moodle, and Canvas are examples of Learning Management
Systems (LMSs) that include predictive learning analytics features [28].

Demographic Data: This category of data encompasses details pertaining to the
attributes of persons, such as their age, gender, educational attainment, and income.
Demographic data is utilized in predictive learning analytics to discern patterns and
trends in student performance [29]. For instance, if a predictive model is trained
using data from past students in a course, it can potentially discern correlations
between specific demographic attributes (such as age, gender, or prior education)
and academic achievement. This might be advantageous for educators and admin-
istrators in discerning elements that might be influencing student achievement and
formulating tactics to assist underperforming pupils. Nevertheless, it is crucial to
acknowledge that demographic data must not be employed to develop assumptions
or forecasts about individual students. It is but one variable amidst several that can
impact student performance and should be taken into account alongside other data
factors.

Behavioral Data: This category of data encompasses details regarding the ac-
tions and conduct of individuals, such as their course enrollment, performance on
tests, and the amount of time dedicated to studying course material. Additionally,
it pertains to the collection of data regarding students’ interactions with educational
materials and resources [30]. Within the realm of predictive learning analytics, be-
havioral data can be utilized to discern patterns and trends in student behavior that
may have a correlation with academic success. For instance, a prognostic model that
has been trained on behavioral data has the potential to detect students who are
prone to lagging behind. This may be accomplished by analyzing parameters such as
the frequency of accessing course materials, the duration of time spent on tasks, and
the nature of their interactions with classmates. This kind of data can be especially
valuable for educators in identifying pupils who may require extra assistance or in-
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tervention [31]. Examples of behavioral data that can be gathered and evaluated in
the context of predictive learning analytics include:

1. Duration allocated to studying course materials and completing homework
2. Frequency of utilization of course materials and resources

3. Engaging in social interactions with peers, such as actively participating in
online debates or collaborating on projects together.

4. Evaluation of performance in quizzes and examinations

5. Advance through the course material by completing modules or chapters.

It is crucial to emphasize that behavioral data must be gathered and examined
in a manner that respects ethical principles and privacy concerns. Furthermore, it
should not be utilized to form assumptions or predictions about individual pupils.

External Data Sources and Data Type: Information obtained from other
platforms can offer a more comprehensive understanding of a student’s interests
and involvement beyond the structured educational setting.

Key Considerations in Implementing Predictive Learning Analytics
When exploring predictive learning analytics, it is important to prioritize ethical
and privacy concerns, protect the rights of individuals, and encourage collaboration
across different disciplines to improve the effectiveness and ethical implementation
of these systems.

Ethical and Privacy Concerns: PLA entails the management of delicate per-
sonal information. Preserving the confidentiality, safeguarding, and ensuring the
morally responsible utilization of this data is of utmost importance. Transparent
data policies and obtaining student consent are essential [32].

PLA encompasses the manipulation of both structured and unstructured data
forms. Structured data is arranged in a predetermined structure, typically consist-
ing of rows and columns, similar to the format used in a spreadsheet. Unstructured
data poses challenges in processing due to its lack of organization in a predefined
format, such as free-form text or graphics.

Cross-disciplinary Collaboration: Successful application of PLA generally ne-
cessitates interdisciplinary collaboration, involving the domains of education for con-
textual understanding, data science for technological execution, and psychology for
comprehension of learning behaviors.
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2.1.2 Process and Technologies

Prediction can be accomplished by various methodologies, but one prevalent strat-
egy is outlined below. This text provides a broad outline of the predictive learning
analytics method, with the understanding that the individual processes and tech-
niques employed may differ based on the particular application and the nature of
the data under examination.

1. Defining the Problem: This step involves precisely delineating the educational
obstacles or objectives. It is vital to comprehend the precise goals, be it raising stu-
dent involvement, decreasing attrition rates, improving course completion rates, or
closing educational disparities. In this stage, it is necessary to establish the extent
of the analytics project, define the specific group of students being targeted, and
determine the crucial metrics that will be used to gauge the project’s effectiveness.

2. Data Collection: Data collection in PLA is characterized by its wide range
of methods, which include automated data scraping from digital learning platforms
(such as gathering student interaction data from LMSs), manual data collection
(such as teacher observations or student feedback), and even the utilization of ex-
ternal data sources like social media or library usage data. This phase entails collect-
ing an extensive dataset that encompasses various student activities and behaviors,
thereby guaranteeing a comprehensive perspective of the learning process. Data
collection methods for predictive learning analytics are diverse and varied. Several
conventional techniques include:

1. Automated data collection: Data can be gathered automatically from differ-
ent sources, such learning management systems (LMS), student information
systems, or other internet platforms.

2. Manual data entry: Data can alternatively be gathered by manual means by
inputting it into a database or spreadsheet. This may be required if the data
is not already accessible in a digital format.

3. Surveys and questionnaires: Data can be gathered by conducting surveys or
questionnaires with students or other pertinent stakeholders. These assess-
ments can be conducted either through online platforms or in face-to-face
settings.

4. Focus groups: Data can be gathered via focus groups, wherein a limited num-
ber of persons are convened to deliberate on a certain subject and offer their
input.

It is crucial to guarantee that data collecting is conducted with precision, adher-
ence to ethical standards, and compliance with applicable laws and regulations.
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3. Data Cleaning and Preprocessing: The data undergoes cleaning and prepro-
cessing in order to ready it for analysis. Data preprocessing encompasses tasks such
as eliminating missing or unnecessary data, normalizing values, and transforming
data into a suitable format [33]. Multiple technologies and tools can be employed to
cleanse and preprocess data for utilization in PLA. A few prevalent choices comprise:

1. Data visualization tools: These tools enable users to generate charts, graphs,
and other visual representations to facilitate their comprehension and explo-
ration of data. Some examples of data visualization tools are Tableau and
Google Charts.

2. Data transformation tools: These tools enable users to convert data from one
format to another, such as transforming a CSV file into a spreadsheet. Notable
examples are Talend and Google Cloud Data Fusion.

3. Data normalization tools: These tools facilitate the process of standardizing
data by either normalizing numbers to a consistent range or eliminating out-
liers. Notable examples include Scikit-learn and Orange.

4. Data wrangling tools: These tools are specifically crafted to assist users in
manipulating and altering data for the purpose of analysis. Some examples of
programming languages that can be used for data analysis are Pandas and R.

Selecting appropriate tools that align with the specific requirements of the data and
objectives of the study is of utmost significance.

4. Split the data: The data is commonly divided into two distinct sets: a training
set and a test set. The training set is utilized for constructing the model, whereas
the test set is employed for assessing the model’s performance.

5. Choose an algorithm: Subsequently, the subsequent course of action en-
tails selecting the machine learning algorithm that will be employed to construct
the model. There is a wide range of methods available, and the optimal selection
will be contingent upon the distinct attributes of the data and the situation at hand.

6. Train a model: The preprocessed data is subsequently used to train a
machine-learning model. This model is intended to find data patterns and relation-
ships that can be utilized to create predictions. Machine learning models of many
different sorts can be employed for predictive learning analytics. Among the most
prevalent models are:

Linear Regression Model: Linear regression is a quantitative technique employed
to represent the linear correlation between a dependent variable (also referred to as
the response variable) and one or more independent variables (sometimes referred
to as predictor variables). Within the realm of predictive learning analytics, a linear
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regression model can be employed to forecast a student’s academic achievement by
considering diverse elements such as demographic attributes, behavioral data, and
previous academic performance [34].

In order to construct a linear regression model, information is gathered regarding
both the dependent variable and the independent variables. The model is subse-
quently trained to identify the optimal line of best fit that characterizes the corre-
lation between the variables. After the model has been trained, it may be utilized
to forecast the dependent variable for fresh data points by using the acquired rela-
tionships between the variables.

Linear regression models are valuable in predictive learning analytics because of
their simplicity and comprehensibility. They are particularly good for making pre-
dictions about continuous variables, such as grades or scores. Nevertheless, they may
not be the optimal option for forecasting categorical variables (such as pass/fail) or
for modeling intricate interactions between variables. A new line character is in-
serted.

The relationship between the dependent and independent factors in a linear re-
gression model is shown by a linear equation like this:

y="0b0+blzl + 0222+ ...+ bnxzn (2.1)

The dependent variable, denoted as y, is influenced by a set of independent vari-
ables, x1, x2, ..., xn. The coefficients b0, b1, b2, ..., bn quantify the magnitude and
direction of the link between these variables. The coefficients are acquired through
data assimilation throughout the model training procedure [35] [36].

Logistic Regression: A logistic regression model is employed in a predictive learn-
ing analytics system to forecast the probability of an event happening based on a
collection of input features. The model is founded on the concept of identifying a
linear correlation between the input features and the likelihood of the event taking
place.

In order to employ a logistic regression model within a predictive learning analytics
system, it is vital to possess a dataset including a collection of input features and a
binary target variable, such as a “yes” or “no” response. Subsequently, the logistic
regression model can be employed to ascertain the correlation between the input
features and the target variable through the process of fitting the model to the
training data.

The model uses maximum likelihood estimation to identify the values of the coef-
ficients that maximize the likelihood of the observed data in order to fit the model
to the training data. An equation with the form is used in the model.

p(y) = b0 + blzl + b222 + ... + bnzn) /(1 + b0 + blzl + b222 + ... + bnan))

The model’s output, or likelihood of the event occurring, is denoted by p(y).
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The term “b0” represents the bias term.

The coefficients bl to bn represent the weights assigned to the input features x1 to
X1.

After the model has undergone training and the coefficients have been determined,
it can be utilized to generate predictions on fresh data by inputting the relevant fea-
tures into the equation and calculating the anticipated probability. Subsequently,
the estimated likelihood can be employed to categorize the data point as either part
of the affirmative category (if the probability exceeds a specific threshold) or the
negative category (if the probability falls below the threshold) [37].

Subsequently, the logistic regression model can be incorporated into a broader pre-
dictive learning analytics system to generate forecasts for forthcoming occurrences,
relying on the input features. The system may also incorporate additional machine
learning algorithms, data preprocessing and visualization tools, as well as interfaces
for system interaction and result analysis.

Decision Trees: Decision trees are a form of supervised machine learning tech-
nique that may be applied to tasks involving classification and regression. A deci-
sion tree model is employed in a predictive learning analytics system to forecast a
target variable using a collection of input features [38].

A decision tree operates by sequentially evaluating the input features and making
judgments based on their respective values. At every juncture of decision-making,
the tree divides the data into two or more paths, contingent upon the value of
a characteristic. As an illustration, in a decision tree used to forecast whether
a consumer will buy a product, the tree may divide the data according to the
customer’s age. One branch would represent customers under the age of 30, while
another branch would represent customers aged 30 or above.

The tree recursively partitions the data into increasingly smaller subsets until
it reaches a decisive point referred to as a leaf node. At a terminal node, the tree
generates a forecast by considering the predominant goal value within the data group
associated with that node [39]. For instance, in the case of a tree aiming to forecast
whether a customer will buy a product, the leaf node may make a prediction that
the consumer will make the purchase if the majority of customers in that group had
previously made the purchase.

In order to construct a decision tree model, it is necessary to possess a dataset
including a collection of input features and a target variable. Subsequently, an algo-
rithm can be employed to acquire the decision tree structure that most accurately
corresponds to the data. Multiple algorithms, such as ID3, C4.5, and CART, can
be employed for constructing decision trees [37].

After training the decision tree model, it can be utilized to create predictions on
fresh data by adhering to the decisions made at each node in the tree. To illustrate,
if one desires to employ a decision tree model for forecasting whether a consumer
will procure a product, the process commences at the primary node of the tree
and proceeds by traversing the decision points contingent upon the input feature
values (such as age, income, and location) until reaching a terminal node. At this
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juncture, the tree will generate a prediction, either indicating “will purchase” or
“will not purchase”.

Decision trees are commonly employed in PLA systems due to their inherent sim-
plicity and interpretability, as well as their ability to process both category and
numerical data. Additionally, they exhibit a reasonably rapid training process and
efficient prediction capabilities, rendering them a valuable instrument for a wide
range of applications.

Random Forests: Random forests are utilized in predictive learning analytics
to construct models that generate predictions on future events by leveraging his-
torical data. Random forests are a form of ensemble learning technique used for
classification and regression. They work by creating numerous decision trees during
training and then determining the class that appears most frequently (classification)
or the average prediction (regression) from the individual trees [40]. Random forests
are a robust technique that offers numerous benefits:

1. These models are applicable for both classification and regression tasks.

2. They possess the ability to effectively process high-dimensional data, such as
text data or graphics.

3. They exhibit resistance to overfitting as a result of being constructed from
numerous decision trees.

4. Due to their efficient implementation, these models can be trained and make
predictions quite quickly.

Naive Bayes: A Naive Bayes model is a probabilistic machine learning model
utilized for classification problems in predictive learning analytics. The approach
is founded on the concept of utilizing Bayes’ theorem to estimate the likelihood of
a specific class label for a given data point, under the assumption that the data’s
properties are mutually independent [41].

Naive Bayes models are characterized by their simplicity and ease of implemen-
tation, making them suitable for training on small datasets. They are frequently
employed as a reference model for contrast with more intricate models, and they
can exhibit strong performance on specific classification tasks, especially when the
data possesses a high degree of organization [42]. Nevertheless, their effectiveness
can diminish when the characteristics of the data exhibit a strong correlation, as
they presuppose the independence of these characteristics.

Artificial Neural Networks: Neural network models are employed in predic-
tive learning analytics to forecast future events by analyzing past data [43]. These
models are derived from the architecture and functionality of the human brain and
consist of interconnected layers of “neurons” that process and send information.
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Neural network models have the capability to be utilized in a diverse array of pre-
diction tasks, including the identification of high-risk pupils, forecasting student
performance, and assessing the success of educational institutions.

Neural network models encompass various types, such as feedforward networks,
convolutional neural networks, recurrent neural networks, and long short-term mem-
ory networks [44]. The selection of the neural network architecture is contingent
upon the characteristics of the prediction task and the data type employed. In or-
der to train a neural network model, it is necessary to possess a substantial dataset
containing predetermined outcomes, which may be utilized to instruct the model
in making precise predictions. Subsequently, the trained model can be utilized to
provide predictions on novel, unobserved data.

Model Comparison: There is no universally optimal model that can effectively
handle all predictive learning analytics jobs. The optimal model for a specific task
will vary based on the characteristics of the work, the data type being utilized, and
the resources (such as time, computer power, and data) accessible to the modeler.
It is worth noting that certain models tend to be more efficient than others for
specific tasks. Neural network models, such as convolutional neural networks and
long short-term memory networks, are highly efficient in handling jobs that require
processing extensive unorganized input, such as image or natural language data.
Decision tree models and random forest models are highly successful for jobs that
require producing predictions using a substantial number of features. They are espe-
cially valuable when the ability to comprehend the reasoning behind the predictions
is desired.

The optimal model for a given task will ultimately rely on the distinct attributes
of the data and the task’s demands. It could be important to experiment with many
models and assess their performance in order to ascertain the optimal model for a
specific task.

Evaluate the model: Once the model has undergone training, it is assessed by
employing the test data set. This aids in assessing the model’s predictive accuracy
based on the available data.

Fine-tune the model: If the performance of the model is unsatisfactory, it can be
improved by making adjustments to the model’s parameters or selecting an alterna-

tive algorithm.

Deploy the model: After achieving satisfactory performance, the model can be
implemented and utilized for making predictions on novel data.

It is crucial to acknowledge that the precise procedures of the PLA process may
differ based on the objectives of the analysis and the attributes of the data.
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2.2 Implication of PLA in Educational Institutions

In this research endeavor, an in-depth synthesis of critical insights was conducted, ex-
tracted from a selection of recent scholarly research in the field. This comprehensive
analysis focused on identifying and understanding the most influential technologies
and pivotal factors that directly impact the precision and efficacy of predictions in
learning analytics. Leveraging these distilled insights, I meticulously developed a
cutting-edge, bespoke predictive learning analytics system specifically designed to
align with and cater to the unique educational ecosystem of the Technical Univer-
sity of Chemnitz. This tailored system represents a fusion of theoretical knowledge
and practical application, aimed at elevating the educational processes within the
university.

The system harnesses cutting-edge machine learning algorithms and artificial in-
telligence to parse extensive datasets on student performance, teasing out nuanced
patterns to forecast academic trajectories with enhanced precision. This innovative
approach embodies the latest trends in educational technology, signifying a quantum
leap forward in personalized educational strategies.

Significant research information is presented in a tabular format, encompassing a
selection of studies. This includes details of the papers, their year of publication, the
methodologies employed, and an overview of stakeholders and the benefits derived
from these researches. Additionally, the tabular representation provides a concise
summary, offering a quick overview of the current state and advancements in the
field of predictive learning analytics.

In the study conducted by Ho et al. (2021), the primary aim was to delve into the
realm of student satisfaction during the COVID-19 pandemic’s Emergency Remote
Learning (ERL) in higher education. The purpose of the study was to identify the
main factors that influence student happiness, compare different models for predic-
tion, and evaluate the effect of feature selection using Recursive Feature Elimination
(RFE) to improve the accuracy of predictions.[45]

The research utilized the Moodle learning management system’s technology back-
bone to effectively gather data through surveys. The data analysis utilized a com-
bination of conventional statistical techniques, including multiple linear regression
and stepwise regression, as well as sophisticated machine learning algorithms such as
K-Nearest Neighbors (KNN), Support Vector Regression (SVR), Multi-layer Percep-
tron Regression (MLPR), Random Forest (RF), Light Gradient Boosting Machine
(LightGBM), and Elastic Net (ENet). The strategic implementation of Recursive
Feature Elimination (RFE) played a crucial role as a technological tool, facilitat-
ing the selection of relevant features and thus enhancing the accuracy of predictive
models [46].

The stakeholders who are poised to benefit from these findings encompass higher
education institutions, educators, and students. This comprehensive analysis offers
higher education institutions critical insights for refining their strategies in deliv-
ering online education, particularly during periods of crisis. This optimization is
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aimed at enhancing student satisfaction and improving learning outcomes. Educa-
tors are provided with valuable information regarding factors that influence student
contentment in online learning environments. This enables them to tailor their
teaching methodologies more effectively. Students, in turn, are likely to experience
an improved online learning environment as educational institutions and instructors
implement these recommended enhancements. The result is an online educational
experience that is more engaging and fulfilling, contributing to an enriched educa-
tional journey.

Table 2.1: PLA techniques

Year | Title Objective Techniques Achievement

2023 | Six Practical Recom- | How do ethical | Ethical consider- | Increase
mendations Enabling | issues impact | ations student
Ethical Use of Predic- | predictive ana- support
tive Learning Analyt- | lytics?
ics in Distance Educa-
tion [47]

2022 | Predictive  learning | Investigate er- | Thematic analy- | Improves
analytics in on- | rors of predictive | sis predic-
line education: A | models tions and
deeper understanding prevents
through  explaining erTors.
algorithmic errors
[43]]

2021 | Predicting Univer- | Predict  exam | Scheduling Al- | Predict
sity Students’ Exam | grades up to | gorithm exam per-
Performance Using a | two weeks in formance
Model-Based  Adap- | advance
tive Fact-Learning
System [49]

2021 | Predicting student | Predict student | K-nearest neigh- | It showed
satisfaction of emer- | satisfaction bor (KNN), | "neutral”
gency remote learning support vec- | (4.11  out
in higher education tor  regression | of 7) in
during COVID-19 us- (SVR), Ran- | terms  of
ing machine learning dom forest | student
techniques [50] (RF), elastic net | satisfac-

(ENet) tion scores
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Table 2.2: PLA techniques

Year | Title Objective Techniques | Achievement

2021 | Intelligent  Learning | Employ an algo- | OLAP Instructors can
Analytics Dash- | rithm that will | Drill- gain interesting
boards:  Automated | support teacher | Downs, insights ~ when
Drill-Down Rec- | data exploration | Educa- drilling down
ommendations to tional into student
Support Teacher Data Process data
Exploration [51] Mining

2020 | Predictive  learning | Predict learners’ | Deep Increases  pre-
analytics using deep | performance learning diction accuracy
learning model in | by video- | (LSTM), 82%-93%
MOOCs’ courses | clickstream Video-
videos [52] clickstream

2020 | How Can Predictive | Showcase  how | Student Better student
Learning  Analytics | PLAs can inform | Probabili- | retention  out-
and Motivational | the practice of | ties Model | comes
Interventions Increase | Student Support | (SPM)

Student Retention | Teams (SSTs)
and Enhance Admin-

istrative Support in

Distance Education?

[53]

2020 | Utilizing Student | Analyze student | Long Early detection
Time Series Behavior | online temporal | short-term | of risk students
in Learning Man- | behaviors for the | memory with  moderate
agement Systems for | early prediction | (LSTM) prediction accu-
Early Prediction of | of course perfor- | networks racy
Course Performance | mance
54)
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Table 2.3: PLA techniques

Year | Title Objective | Techniques Achievement

2020 | Utilizing learning ana- | How Systematic  re- | Helps and guides
lytics to support study | learning view researchers  to
success in higher ed- | analytics further improve
ucation: a systematic | have been the LA systems
review [55] successful

in facilitat-
ing study
success

2020 | The scalable imple- | Reporting | OU (Open Uni- | Provides predic-
mentation of predic- | on large- | versity of UK) | tive insights to
tive learning analytics | scale and | Analyse model teachers about
at a distance learn- | long-term students passing
ing university:  In- | implemen- change of a
sights from a longitu- | tation  of course
dinal case study [56] | (PLA)

2019 | Predictive  Learning | How most | Artificial Neural | Helps re-
Analytics in Higher | recent Network, Naive | searchers to
Education:  Factors, | PLAs Bayes, Decision | choose the most
Methods and Chal- | affect stu- | Tree, Clustering | appropriate
lenges [57] dent final methods for

outcome prediction

2019 | A Survey on Predic- | Inspect Prediction algo- | Helps re-
tive Models of Learn- | last  five | rithms searchers to
ing Analytics [58] years pre- propose  novel

dictive models in PLA
models

2019 | A large-scale imple- | Test teach- | Multi-methods Teacher’s  sys-
mentation of predic- | ers’ role | research, OU | tematic en-
tive learning analyt- | and  per- | analyze gagement  with
ics in higher educa- | spective ou improves
tion: the teachers’role | in  terms student perfor-
and perspective [59] of  using mance

PLAs
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Table 2.4: PLA techniques

Year | Title Objective Techniques Achievement
2019 | Factors Affecting Stu- | Identify the | Data mining, | Researcher’s
dents’ Performance in | most commonly | Decision trees, | benefits
Higher Education: A | studied factors | Naive Bayes
Systematic Review of | that affect the | classifiers, and
Predictive Data Min- | students’ perfor- | artificial neural
ing Techniques [60] mance networks
2019 | Empowering  online | Presents OU | Machine learn- | Can iden-
teachers through | Analyse (OUA), | ing methods tify  stu-
predictive learning | and its evalua- dents  at
analytics [61] tion risk in a
course

The report titled “Predictive Learning Analytics in Higher Education: Factors,
Methods, and Challenges” explores the implementation of predictive learning an-
alytics in the context of higher education. The primary objective is to evaluate
the impact of predictive learning analytics on higher education, namely on student
performance, retention, and engagement [62]. The study examines the influential
aspects that affect student results, such as data obtained from student logs in learn-
ing platforms, past grades, and demographic information. It provides insights into
the most efficient approaches for predictive learning analytics in higher education.

The paper emphasizes that student logs inside learning platforms and student
information systems are the main methods of data collecting in higher education.
Class performance, student activities, and previous academic records are essential
components in prediction models. The findings underscore the potential of predictive
learning analytics to enable educational institutions to make informed decisions
based on data and enhance student performance and engagement.

The report highlights commonly used predictive algorithms such as Naive Bayes,
Artificial Neural Network, Decision Tree, and Recurrent Neural Network. These al-
gorithms utilize past and sequential data to forecast student performance and detect
students who are at risk, resulting in enhanced learning strategies and involvement
[63]. Moreover, clustering techniques are utilized to categorize students according
to certain criteria, facilitating focused interventions and assistance. In summary,
this research highlights the significant impact that predictive learning analytics may
have on higher education. It allows institutions to improve student outcomes and
make well-informed decisions.

The study headed “A Survey on Predictive Models of Learning Analytics” aims
to provide a comprehensive investigation of the field of learning analytics, focusing
specifically on predictive modeling. The main aim is to analyze the recent research
literature and classify it according to prediction algorithms, datasets, and factors
given priority for prediction. The research examines multiple facets of learning
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analytics, encompassing its applications, life cycle models, and the obstacles it en-
counters [43].

It provides insight into the various methodologies and algorithms employed in
learning analytics and their frequency in scholarly publications [64].

An important aspect of the research is the examination of prediction models in
the field of learning analytics. The text explores the algorithms employed, including
data mining, machine learning, classification, regression, and decision trees [65]. The
report offers significant insights regarding the various types of predictions produced,
encompassing student grade point average, performance in graduate programs, uni-
versity admissions, and other related areas. The paper is a helpful resource for
scholars and practitioners interested in implementing predictive models in educa-
tional settings by organizing and summarizing the research in this field.

The report’s usefulness stems from its capacity to provide a thorough compre-
hension of the learning analytics and predictive models landscape. It provides a
structured overview of the field, making it easier for readers to grasp the various
components and challenges involved. Furthermore, it functions as a comprehensive
manual for individuals interested in applying predictive models in the field of ed-
ucation. It provides valuable knowledge about the algorithms and methodologies
that have proven effective in accurately forecasting student outcomes. In general,
the report provides advantages for both researchers and educators by presenting a
concise plan for utilizing predictive models in educational settings.

A study conducted by Mubarak et al.2021, investigates the utilization of deep
learning models, namely Long Short-Term Memory (LSTM), in the field of Massive
Open Online Courses (MOOCs). The main goal is to utilize clickstream data pro-
duced by learners’ interactions with course videos in order to construct a prediction
model that can evaluate learners’ performance and detect possible dropouts at an
early stage of their course progress. This study focuses on the significant issue of
learner retention and attrition in the MOOC (Massive Open Online Course) setting,
aiming to enable educational institutions to adopt effective intervention techniques
promptly [66].

The research presents a comprehensive approach that includes thorough data
cleansing, extracting relevant features from video clickstreams, and implementing
the LSTM model. A crucial aspect of this approach involves extracting significant
attributes from video interactions, such as play, pause, seek, and stop events, in
order to obtain valuable information about learner behavior [7]. The LSTM model
is utilized to assess sequential data, providing weekly forecasts of learner performance
and their interaction with course contents. The study showcases the efficacy of the
LSTM model, with accuracy consistently enhancing as the course advances.

The research highlights the higher prediction skills of the LSTM model by con-
ducting thorough evaluations, which involve comparing it with baseline models such
as Deep ANN, SVM, and LR. The LSTM routinely surpasses these baseline mod-
els, attaining a 93.3% accuracy in the last week for both courses. This underscores
the model’s capacity to detect students who are at risk of dropping out early. The
paper highlights the significant advantages of using predictive learning analytics in
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MOOCs. This enables educators and institutions to take proactive measures and
provide specific assistance to learners, thereby improving the learning process and
boosting course completion rates.

Herodotoul et al.(2020) examined the use of predictive learning analytics (PLAs)
and motivating interventions to improve student retention and administrative sup-
port in remote education. The main goal is to evaluate the efficacy of implementing
these tactics in the context of distant learning. The project specifically intends to
assess the effectiveness of PLAs; specifically the Student Probabilities Model (SPM),
in identifying students who are at risk of not finishing their courses. The ultimate
goal is to use this information to provide customized interventions for these students.
Furthermore, the research investigates the influence of motivating interventions, in-
cluding text messages, phone calls, and emails, on enhancing student retention rates
[67].

The SPM algorithm is identified as a crucial tool in this inquiry. Utilizing logis-
tic regression analysis of several student-related factors, it functions as a reliable
approach for identifying students who are at a greater risk of not completing their
courses. Through the utilization of the Student Performance Monitoring (SPM) sys-
tem, educational institutions enable Student Support Teams (SSTs) to effectively
distribute resources to targeted student groups that are at a higher risk of facing
academic difficulties [67]. Moreover, the study reveals the beneficial impact of mo-
tivating interventions, such as proactive involvement through text messages, phone
calls, and emails. These interventions have been proven to be successful in pro-
moting student advancement and ultimately aiding in the completion of the course,
especially when implemented early on in the course.

This research highlights the capacity of PLAs, particularly the SPM, to enhance
administrative assistance and student retention in the field of distance education.
Institutions can maximize resource allocation and promote student performance in
remote learning by proactively identifying at-risk individuals and personalizing in-
terventions using predictive data. The results emphasize the importance of initiating
early interaction and correspondence with students, fostering a feeling of inclusion
and integration, ultimately leading to enhanced achievements in remote learning.

The study named “Empowering Online Teachers through Predictive Learning An-
alytics” examines the influence of predictive learning analytics on the effectiveness
of online teaching and the outcomes of students. The objective is to determine
whether the use of an Online University Analytics (OUA) system is associated with
enhanced student performance and if PLA tools provide superior assistance com-
pared to non-PLA techniques. The OUA system utilizes a proprietary algorithm
to examine student engagement and performance data in order to predict potential
academic challenges and aid teachers in delivering timely assistance [68] [69].

The results indicate that teachers who regularly utilize the OUA system likely to
observe enhanced student pass rates and performance. Utilizing OUA moderately,
which refers to having access to at least 10% of a course’s duration, has also been
linked to favorable results. The study indicates that consistent and long-term uti-
lization of PLA tools empowers teachers to actively recognize and assist children
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who are at risk, which may result in improved academic outcomes [69]. This holds
particularly true for frequent users of OUA, as PLA tools seem to be equally suc-
cessful compared to other methods of student support they may employ. On the
other hand, for users who are considered “average,” the PLA strategy appears to
produce more favorable results compared to non-PLA strategies. This suggests that
the information and understanding offered by OUA are especially advantageous for
this particular group.

The study determines that although PLA systems, such as OUA, are efficient in
facilitating online learning, their implementation is still restricted. This constraint
may arise from various sources such as limited proficiency in digital skills, institu-
tional responsibilities, and absence of motivation within teacher agreements. The
study highlights the significance of PLA in enhancing current teaching approaches
and facilitating the identification of students who require extra challenges or help.
Future research aims to comprehend the diverse patterns of PLA utilization across
teachers, with the objective of improving the adoption and effectiveness of predictive
learning analytics in online education.

The scholarly study “Predicting University Students’ Exam Performance Using a
Model-Based Adaptive Fact-Learning System” investigated the effectiveness of an
advanced adaptive learning platform in improving study techniques among univer-
sity students and its ability to predict their exam results [70]. This experiment
relied on an algorithm that was skilled at customizing learning experiences by es-
timating the forgetting curve of each student, which showed a strong association
with their exam performances. Although the benefits of spaced practice have been
acknowledged, the study revealed a widespread tendency among students to engage
in last-minute studying, which undermines the system’s ability to promote more
efficient learning habits.

The study established that the extent of student engagement with the adaptive
learning system was a dependable predictor of academic achievement, surpassing
the conventional measure of overall study duration in terms of efficacy. This finding
remained consistent across two distinct student groups, so enhancing the credibility
of the system’s predictive validity. The number and scheduling of study sessions
were found to be crucial factors in improving student performance, emphasizing the
system’s sophisticated approach to education [71].

The study also highlighted the usefulness of the system for educators and learners,
namely by suggesting the creation of analytics dashboards that can offer immedi-
ate information on learning progress and difficulties. Although the system now
allows students to choose some study options, it suggests that implementing more
automated guidance on the best study scheduling could further improve learning
outcomes. In essence, the paper confirms the effectiveness of a model-based system
rooted in cognitive psychology and also suggests possibilities for future improve-
ments to enhance its influence on student learning and academic achievement.

Al-Tameemi et al. (2023) researched the report “Predictive Learning Analytics
in Higher Education: Factors, Methods, and Challenges,” aiming to delve into how
predictive analytics can be leveraged to boost student outcomes, retention, and
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engagement in the realm of higher education. The survey analyzes important aspects
that impact student achievement, such as class attendance, engagement measures,
and prior academic performance. The researchers highlight the need to utilize data
obtained from learning management systems and Student Information Systems (SIS)
to develop precise predictive models [72].

The report investigates various machine learning techniques, including Naive
Bayes, Artificial Neural Networks, Decision Trees, and Recurrent Neural Networks.
These algorithms are used to assess historical and real-time data in order to predict
students’ academic paths. More precisely, the Decision Tree algorithm proved to
be exceptionally precise in detecting students who were likely to perform poorly
at the beginning of the academic semester. The efficacy of clustering approaches,
such as K-Means and hierarchical clustering, is examined in the context of unsuper-
vised learning. These techniques allow for the grouping of students based on shared
features, which may then be used to generate tailored support tactics [73] [74].

The study emphasizes the significance of precise accuracy assessments in assessing
these predictive models, while also acknowledging the possible drawbacks of imbal-
anced class distributions that can distort the outcomes. The survey outlines vari-
ous evaluation metrics, such as classification accuracy, confusion matrix, and AUC-
ROC curves, emphasizing their importance in providing a comprehensive evaluation
of model performance. The survey results indicate that predictive models have
the potential to significantly enhance student outcomes at educational institutions.
However, it is crucial to carefully assess the selection of prediction methods and
evaluation measures. This first research establishes the groundwork for future in-
vestigations aiming to establish a connection between students’ behavioral patterns
on digital platforms and their academic outcomes. This will be achieved through
the utilization of appropriate machine learning and data mining techniques.

The research, titled “Implementing Predictive Learning Analytics on a Large
Scale: The Teacher’s Perspective,” examines the application of Online User An-
alytics (OUA) in assisting at-risk students through predictive analytics, as seen by
educators. The objective is to investigate the attitudes of teachers towards the
implementation of these systems and evaluate their influence on teaching method-
ologies [5]. The OUA system utilizes a prognostic algorithm designed to identify
kids who are likely to perform poorly, giving instructors the chance to intervene
early and offer proactive support to these pupils.

The study demonstrates that although teachers possess predominantly favorable
ideas and intentions toward the utilization of the OUA system, their level of active
involvement with it is modest. This disparity indicates that although teachers are
receptive to the system in principle, its incorporation into their daily routines has not
been fully actualized. The research recognizes the need to implement professional
development frameworks and good management practices to improve the efficiency
of the system. It highlights that the optimal time for successful intervention is
limited, usually lasting only 2-4 weeks after students have been identified.

The efficacy of predictive data tools relies on the promptness and suitability of
interventions, notwithstanding the potential advantages of the system. Teachers
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must ascertain the most opportune periods to utilize the analytics—whether prompt
intervention is required upon identifying a pupil as being at risk, or if it is more
advantageous to await further predictions before proceeding. The decision-making
process is crucial in ensuring that predictive analytics effectively fulfill their aim of
strengthening student support and improving educational results.

The research, titled “Learning Analytics: State of the Art,” explores the applica-
tion, promise, and obstacles of Learning Analytics in the field of education, specif-
ically in higher education institutions (HEIs). The primary objective of Learning
Analytics, as widely embraced by multiple authors, is to improve the comprehension
and optimization of the learning process and its associated surroundings. This is
achieved by the methodical measurement, gathering, analysis, and communication
of data pertaining to learners and their respective contexts [75] [76].

The research highlights the utilization of advanced algorithms to process intricate
information in order to detect patterns and trends that can provide insights for
educational methods. These algorithms play a critical role in delivering prompt
and effective feedback, which is essential for instructors to assist the students of
the future. The efficacy of LA relies on the instructors’ proficiency in accurately
interpreting the data and delivering constructive feedback that can actively shape
student results and instructional practices.

The advantages of LA are highlighted by its capacity to provide customized learn-
ing experiences, enhance student achievement and persistence, and empower educa-
tors to adapt their teaching methodologies. The paper highlights the encouraging
outcomes observed at different educational institutions that have used Learning An-
alytics, with several institutions creating their own exclusive software or models
to cater to their specific requirements. These businesses have shown substantial
enhancements in the rates at which students continue their studies and achieve edu-
cational goals over a period of time. This highlights the advantages of utilizing and
capitalizing on Learning Analytics in educational institutions.

The systematic study, titled “Recent Advances in Predictive Learning Analytics:
A Decade Systematic Review (2012-2022),” thoroughly examines the development
and present patterns in the field of Predictive Learning Analytics throughout the last
decade. The objective of this thorough analysis is to extract the main advancements,
methodology, and uses of PLA in higher education, with a specific emphasis on how
these analytics might improve educational results and experiences [77] [78].

The review’s findings highlight the substantial focus on utilizing predictive mod-
eling to evaluate student performance. These models have played a crucial role in
identifying kids who are likely to do poorly or leave school, therefore allowing for
timely interventions to assist students in achieving success and improving the rate
at which they stay in school. The majority of data used for predictive analytics has
been obtained from students’ interactions within digital learning environments, a
trend that experienced significant expansion with the transition to online learning
due to the COVID-19 pandemic.

The paper emphasizes a transition in the field of education towards more sophis-
ticated computational methods. Artificial Neural Networks, Random Forest, and
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Gradient Boosting are the top algorithms selected for their exceptional ability to
reliably forecast educational results [78]. These approaches are preferred over con-
ventional statistical methods because they are more resilient in managing intricate,
high-dimensional educational data. Nevertheless, the research highlights that the
intricate and opaque character of these models pose difficulties in understanding and
needs significant computational resources.

The advantages of PLA, as indicated by the review, are numerous. PLA is seen
as a revolutionary tool in education, as it improves learning outcomes and increases
engagement and satisfaction levels. However, there are certain difficulties that come
along with this potential, such as the need to guarantee data privacy, address the
limitations of small dataset sizes, and enhance the capacity of predictive models
to apply to various educational settings. Furthermore, the paper highlights the
importance of doing research specifically on explainable Al in order to build trust in
PLA. It also emphasizes the significance of employing data-efficient techniques such
as data augmentation and transfer learning to strengthen PLA research.

Stakeholders in the educational environment, such as students, educators, and in-
stitutions, can benefit from the progress in Prior Learning Assessment (PLA). The
review anticipates a future in which PLA not only predicts academic performance
but also includes a wider range of educational outcomes, such as emotional engage-
ment and the development of soft skills. Anticipated advancements in predictive
models include including factors such as physical health, psychological emotions,
and virtual actions, resulting in increased sophistication. Customized educational
experiences, guided by recommender systems and Al assistants, are regarded as the
next frontier in personalized learning, providing tailored assistance according to the
specific needs of each learner.

Ultimately, despite recognizing its drawbacks, such as linguistic prejudice and
limited coverage, the review offers a comprehensive comprehension of the current
state of research on PLA [77]. This statement highlights the significant impact
of predictive analytics in education and promotes the need for advanced, efficient,
transparent, and privacy-conscious models to influence the future of learning ana-
lytics.

The study findings, entitled “Learning Analytics for Diagnosing Cognitive Load
in E-Learning Using Bayesian Network Analysis,” explores the use of Bayesian Net-
works (BN) to evaluate cognitive burdens in an e-learning system and forecast stu-
dents’ academic performance using this information. The main goal was to utilize
learning analytics to offer individualized observations into students’ learning ex-
periences, with specific emphasis on three dimensions of cognitive load: intrinsic,
extraneous, and relevant. The study utilized an Expectation-Maximization (EM) al-
gorithm to estimate parameters inside the Bayesian Network (BN) framework. The
technique was applied to data gathered from learners’ replies to targeted questions
that aimed to assess various cognitive burdens [79].

An important feature of the study was the integration of an innovative diagnostic
method that may anticipate students’ academic achievement by examining patterns
in cognitive load reactions, thereby allowing educators to customize their teaching
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tactics more efficiently. The Bayesian Network (BN) offered a probabilistic depiction
of the relationship between different cognitive demands and academic results, pro-
viding stakeholders with a helpful intervention tool. The analysis revealed that both
extraneous and intrinsic cognitive loads had a negative correlation with academic
achievement. However, the germane cognitive load did not show a significant cor-
relation in this specific context. This suggests that the germane cognitive load may
be more related to learning transfer rather than immediate academic performance
[80] [81].

The insights given by the BN are expected to be advantageous for stakeholders,
including students, instructors, and instructional designers. Students who possess
a comprehension of their cognitive load can effectively regulate and optimize their
learning processes. By acquiring a sophisticated comprehension of the various cog-
nitive burdens, educators can enhance their ability to discern the specific ways in
which student performance is affected, so enabling them to employ more precise
and focused teaching approaches. This knowledge can be utilized by instructional
designers to create e-learning environments that reduce needless cognitive loads and
facilitate efficient learning. Nevertheless, the study also recognized constraints, such
as its limited scope on a singular field and the omission of demographic variables
that may impact cognitive load and educational achievements. It was recommended
to do future research in order to fill these gaps and to further confirm the accuracy
of the BN model by using more datasets.

“Course Correction: Using Analytics to Predict Course Success” is a comprehen-
sive research that focuses on the creation and improvement of predictive analytics
models. These models are specifically developed to assess the likelihood of students
achieving success in their courses at the University of Phoenix. The primary ob-
jective of this effort is to identify students who are at a high risk of failing and
to facilitate prompt interventions by academic advisers to assist in their academic
achievement [82].

The initial model was constructed via logistic regression and encompassed factors
such as prior course points, credits earned, and online discussion posts. Nevertheless,
it encountered constraints arising from a substantial “neutral zone” of prediction,
prompting the development of a scoring system to be more effective in classifying
students. A revised iteration of the model was developed in order to address the
noted concerns. This new version employed a Naive Bayes algorithm and included
supplementary variables such as financial and military status, with the objective
of enhancing both accuracy and usefulness. This iteration utilized cross-validation
techniques for validation, demonstrating a notable level of prediction accuracy. How-
ever, there is still potential for enhancement, notably in the realm of forecasting
pupils who are prone to academic failure.

The study additionally details the strategies for a third version of the model that
would incorporate more detailed information on discussion board activity and stu-
dent involvement inside the learning platform. Further refining should also take into
account additional variables, such as the major area of study, the time elapsed since
the last course, and participation in orientation programs. The project’s stakehold-
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ers, especially academic advisers, have a vital role in verifying the effectiveness of the
model by conducting a pilot program to assess its practical use in assisting students
who are at risk [82].

Future improvements and implementation strategies will prioritize enhancing the
model’s capacity to accurately classify students from the beginning and ensuring
that the predictive information is easily accessible and actionable for all academic
advisors. This may impact the format of the model, such as adopting a color-coded
system, numeric score, or percentage indicating the likelihood of withdrawal. The
efficacy of these predictive models is not solely dependent on statistical soundness,
but also on their practical usefulness, serving as a vital instrument for advisors to
properly focus their outreach and assistance endeavors.

The study “Predicting University Students’ Academic Success and Major Using
Random Forests” offers a thorough examination of the use of machine learning meth-
ods, particularly random forest algorithms, to forecast university students’ majors
and academic outcomes. The study’s overarching goal is to support university ad-
ministrators with resource allocation and student support by using historical data
to predict a student’s major and likelihood of completing their degree [83].

To achieve this goal, the researchers used classification trees that were built in
C++ and using the Repp package. The Gini impurity was used as a measure of
split quality. Three iterations of the random forest technique were compared using a
logistic regression model as the standard in the methodology. The number of trees,
the partitioning variable selection procedure, and bootstrap sampling were among
the variances among the random forest models. Notably, random forest #3 scored
better in terms of prediction accuracy than the others. It had 200 trees and used a
default technique that involved randomly choosing a subset of inputs for each region
[40].

The study highlighted key stakeholders that stand to gain from these findings,
including departments hoping to customize first-year courses to prospective majors
and university administrations hoping to forecast enrollment levels and distribute
resources efficiently. One particular advantage of random forests was emphasized:
the variable importance analysis. It was discovered that program completion was
consistently and significantly predicted by grades in demanding subjects including
finance, economics, and mathematics.

Nonetheless, the analysis recognized that the predictive modeling may be im-
proved. In order to better serve students with several majors or specializations,
the study recommends allowing multi-label classification problems and provides a
novel decision tree technique that adjusts to the addition of variables based on prior
partitions. This would improve the predictive model’s accuracy and help overcome
the constraints caused by missing values.

The study concludes by highlighting the effectiveness of random forests over con-
ventional linear models in predicting academic results and highlighting their main
benefits—easier to use, quicker training, and higher prediction accuracy [84]. The
paper highlights the revolutionary effect of machine learning techniques in higher
education administration and provides a path for improving educational data anal-
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ysis.

The study “Utilizing Student Time Series Behavior in Learning Management Sys-
tems for Early Prediction of Course Performance” focuses on how well Long Short-
Term Memory (LSTM) networks predict student outcomes in educational courses
by analyzing log data from Learning Management Systems (LMS). The main goal is
to compare the performance of LSTM, a type of deep learning, with traditional ma-
chine learning classifiers in order to determine how well it can capture the subtleties
of student engagement using time-series behavioral data [85].

As part of the research methodology, LMS log data from two distinct courses—biology
and education—will be gathered, and daily click frequencies will be monitored to
gauge student interest. The purpose of this data is to support the training and test-
ing of LSTM models, which are designed to predict course performance [86]. Using
measures like the Area Under the Curve (AUC) scores for evaluation, the model’s
prediction abilities were benchmarked against eight conventional machine learning
classifiers, including Neural Networks (NN), Support Vector Machines (SVM), k-
Nearest Neighbors (kNN), and Random Forest (RF).

One interesting discovery is that LSTM networks outperformed the baseline ma-
chine learning classifiers in terms of prediction accuracy. This is especially notewor-
thy as the LSTM models relied more on the more straightforward daily click fre-
quency metric than on a large range of LMS features, requiring less intricate feature
architecture [87]. This method’s simplicity suggests that educational stakeholders,
including administrators and instructors, stand to gain from it since it provides a
more manageable and comprehensible way to identify at-risk students early in the
course.

The effectiveness of LSTM models in the biology and education courses, according
to the paper, shows good generalizability across other areas, which is an important
benefit for organizations looking to put in place an adaptable and efficient prediction
system. The paper also notes that although the LSTM approach shows promise,
there are certain technical issues to be resolved, such as the need to tune hyperpa-
rameters and provide sufficient data for training.

The study notes many drawbacks despite the possible advantages, such as limited
sample sizes and the difficulties caused by class imbalance, which are resolved by the
Synthetic Minority Over-sampling Technique (SMOTE). Future investigations uti-
lizing larger datasets are recommended by the study in order to confirm the results
and improve the LSTM-based predictive models. Overall, early intervention strate-
gies that seek to improve learning outcomes and retention in educational courses
can benefit greatly from the utilization of student time series data using LSTM
networks.

The compilation of fifteen study publications signifies a substantial investigation
into the use of sophisticated technology techniques, such as machine learning and
predictive analytics, in educational settings. The objective of these studies is to
improve the capacity of educational institutions to predict student performance,
identify individuals who are at risk, and facilitate prompt interventions. The en-
deavors encompass a range of analytical methodologies, such as logistic regression,
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Naive Bayes, Random Forests, and Long Short-Term Memory (LSTM) networks, in
addition to multiple linear regression.

Multiple linear regression is commonly used to analyze the connections between
multiple independent variables and a single dependent variable, such as student per-
formance, in order to comprehend and forecast students’ success. This technique
serves as a fundamental basis for numerous investigations, serving as a standard
against which more intricate models such as Random Forests and LSTMs are eval-
uated. The research highlights the usefulness of linear regression as an initial step
in model creation, while also acknowledging its limits, particularly in dealing with
non-linear and intricate data structures commonly encountered in educational data.

The adoption of Random Forest algorithms represents a transition towards more
advanced techniques, demonstrating their efficacy not only in forecasting student
majors and outcomes but also in providing valuable insights through variable im-
portance assessments. Meanwhile, Long Short-Term Memory (LSTM) models have
demonstrated potential in leveraging time-series behavioral data extracted from
Learning Management System (LMS) logs. These models can uncover patterns
that can predict student interest and subsequent course performance.

Although there have been significant breakthroughs, the publications collectively
recognize the difficulties encountered, including the task of balancing datasets, the
requirement for high sample sizes, and the ethical concerns around data privacy.
Furthermore, the study highlights the significance of ensuring that these prognos-
tic models are easily understandable and available to individuals such as academic
counselors and administrators, in order to allow their effective implementation in
educational environments.

These research studies contribute to the field of educational technology by utilizing
a wide range of statistical and machine learning techniques, such as multiple linear
regression, to develop predictive models that aim to enhance student support and
academic achievement. Although these models show potential, they also emphasize
the necessity for continuous improvement to ensure they are fair, comprehensible,
and practical for all users in the educational system.

2.3 PLA Visualization

The integration of dashboard design with predictive learning analytics is a crucial
development in the field of educational technology, especially in higher education.
Dashboards play a vital role as an interface connecting the intricate algorithms of
predictive analytics with end-users, including educators, students, and academic
advisers. Their main significance lies in converting complex data patterns and pre-
dicted insights into visually understandable and actionable information [88].

These dashboards condense large amounts of data into easily understandable for-
mats by employing visual representations like as graphs, charts, and color-coded
indicators. This technique not only facilitates the understanding of predictive an-
alytics but also improves the decision-making process by offering precise, concise,
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and pertinent information. Real-time data processing integration facilitates con-
tinuous monitoring of student performance, engagement levels, and other essential
educational parameters, enabling prompt interventions and support [89].

Dashboard design plays a crucial role in promoting a user-centered educational
environment in the context of predictive learning analytics. Dashboards can be
customized and have variable layouts to cater to the individual requirements and
preferences of various user groups [90]. This flexibility guarantees that the informa-
tion provided is highly applicable to the user’s specific job, whether it is for academic
assistance, student self-assessment, or administrative supervision [91].
The prioritization of simplicity and clarity in dashboard design guarantees that
consumers are not inundated with excessive information, therefore improving the
usability and efficacy of the predictive analytics tools. Moreover, the emphasis on
accessibility in dashboard design ensures that these educational tools are inclusive,
accommodating a wide range of users, including individuals with disabilities. Dash-
board design in predictive learning analytics is crucial for effectively using predictive
insights to improve educational outcomes and experiences in higher education set-
tings. It goes beyond simply presenting data [92].

The study undertaken by Arnold and Pistilli, as outlined in the publication “Sys-
tematic Literature Review of Predictive Analysis Tools in Higher Education”, em-
phasizes the importance of dashboard design in predictive learning analytics [4].
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Figure 2.2: Purdue University PLA Dashboard [4]

Dashboards play a vital role as an interface in Early Warning Systems (EWS) in
educational environments, specifically in higher education. These dashboards are
crucial for converting intricate computational results into understandable visual for-
mats, so enabling instructors and students to access and act upon them effectively.
Arnold and Pistilli highlight the significance of these dashboards in efficiently con-
veying information, thus connecting the divide between complex data analysis and
real-world implementation.

The efficacy of this method is demonstrated in the Course Signals system at
Purdue University, an innovative application in the realm of predictive learning
analytics, as detailed by Arnold and Pistilli. Course Signals is integrated with
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Purdue’s Learning Management System and utilizes a wide range of student data
to evaluate and communicate the likelihood of failing a course. The assessment is
presented using a color-coded, three-tiered risk level system that resembles a traffic
light. This system facilitates the comprehension of data for both instructors and
students. The installation of the system has had a significant impact, as evidenced
by Arnold and Pistilli’s findings of a 15% increase in student retention. This case
study highlights the crucial importance of well-crafted dashboards in improving
the effectiveness and user-friendliness of predictive analytics tools in educational
environments.

The research article titled “Implementing Predictive Learning Analytics on a
Large Scale: The Teacher’s Perspective” authored by Christothea Herodotou et
al. examines the application of the OU Analyse (OUA) predictive analytics dash-
board in an educational environment. This method combines both static data, such
as demographics and previous schooling, with dynamic data, such as student in-
teractions in the Virtual Learning Environment, in order to identify students who
are at risk. The dashboard offers educators extensive data, encompassing average
cohort performance, specific student forecasts, and comparative studies. The effi-
cacy of OUA in forecasting student outcomes is assessed by precision, recall, and
F-measure, providing a comprehensive perspective on student involvement and risk
elements [5].
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Figure 2.3: Open University PLA Dashboard [5]

The research, which included 240 educators and more than 17,000 students,
emphasizes the diverse levels of teacher involvement with the OUA dashboard.
While several individuals successfully integrated analytics into their instructional
approaches, others encountered difficulties in comprehending and implementing the
data. This highlights the necessity for dashboard designs that are easy for users to

38



2 State of the Art

navigate and comprehensive training for instructors. The findings of this study high-
light the significance of user-friendly interfaces and teacher assistance in optimizing
the advantages of predictive learning analytics in educational settings.

The research article titled “Towards the Co-Design of Teachers’ Dashboards in a
Hybrid Learning Environment” explores the development of learning analytic dash-
boards (LADs) that are specifically designed for teachers in a hybrid learning set-
ting. The research highlights the significance of adopting a human-centered design
approach, which involves teachers as crucial stakeholders in the design process. This
technique guarantees that the dashboard serves not just as a means of presenting
data, but also as an interactive interface that successfully facilitates teaching and
learning [93]. The study emphasizes the need of dashboards that offer a concise
summary of learning environments, facilitating more informed choices by educators.
This is accomplished by incorporating teachers into the process of building these vi-
sualizations, granting them an active role, and customizing the dashboard displays
to suit their individual requirements [94].

The study used a co-design process, wherein teachers actively engage in workshops
and interviews to establish their objectives and anticipations for the dashboard. This
collaborative methodology enables the development of a dashboard prototype that
is in line with the requirements and preferences of the educators in a hybrid learning
environment [95]. The paper underlines the significance of co-design in developing
effective learning analytic tools, as it facilitates the inclusion of stakeholders’ per-
spectives throughout the design process. The project seeks to include instructors
from the beginning in order to create a dashboard that is both highly effective and
easy to use, meeting the varied needs of educators in a hybrid educational environ-
ment.

The study titled “Give Me a Customizable Dashboard: Personalized Learning An-
alytics Dashboards in Higher Education” examines student preferences for features
of learning analytics dashboards. The research, employing focus groups and surveys,
highlights students’ preference for customisable dashboards. The main findings high-
light the importance of individuals having control over analytics, resolving privacy
issues, and favoring automated notifications over personalized messaging. Students
demonstrated a significant preference for dashboards that provide valuable, person-
alized information, facilitate learning opportunities, and allow for comparisons with
peers. This emphasizes the importance of customisable dashboards in improving
self-regulated learning and academic achievement [6].

The study uncovers that students have a predilection for flexibility and autonomy
when it comes to their learning analytics dashboards. They prioritize the capac-
ity to customize the presentation of data, manage privacy preferences, and select
the method of communication, such as automatic notifications [96]. This exempli-
fies a more widespread pattern in which students strive to achieve a harmonious
equilibrium between obtaining perceptive data analysis and protecting their privacy
and autonomy. The provision of dashboards that adhere to these preferences has
the potential to enhance academic motivation and achievement, highlighting the
significance of deliberate dashboard design in higher education settings.
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Unit Name Site Visits Engagement Assessments Comparison Current Signal
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Figure 2.4: Traffic Light Dashboard System [6]

The study headed “Associations between Learning Analytics Dashboard Expo-
sure and Motivation and Self-Regulated Learning” examines the influence of Learn-
ing Analytics Dashboards (LADs) on student motivation and their utilization of
self-regulated learning (SRL) practices. The study examines the impact of students
being indirectly exposed to LADs (learning analytics dashboards) during advisor-
advisee sessions and how this relates to changes in student motivation and self-
regulated learning (SRL). The LADs utilized in this particular context are com-
ponents of an Early Warning System (EWS), which is specifically created to offer
academic counselors with visual depictions of student accomplishment. The visual-
izations consist of histograms or line graphs that present grades and compare them
to the class averages, assisting advisers in identifying academically challenged pupils.
This study investigates the impact of indirect exposure to LADs on student learning
techniques and motivation, specifically in the setting of self-regulated learning and
achievement goal theory [97].

Summary for McIntosh II, Barton

B Student Percentage Class Percentage

100 %

80 %

60 % ]

40 %

i B

CSP 100 Sul3 MATH 103 Su13 WRITING 100 Su13

20%

0%

Display Full Summary. -

Class Week Student Per g Class Per 9 Action
© CSP 100 Su13 © 8/24/2013 |82 % 90 % Encourage
© MATH 103 Sul3 © 8/24/2013 |30 % 68 % [ Engage |
© WRITING 100 Su13 © 8/24/2013 |56 % 71 % [ Engage |

Figure 2.5: Early Warning System Dashboard [6]

The results indicate that when advisors utilize EWS dashboards during meet-
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ings, it leads to several modifications in students’ learning strategies. Advisors’
utilization of Early Warning Systems (EWS) during student meetings exhibits a
negative correlation with students’ adoption of memorizing techniques. However,
it demonstrates a favorable correlation when comparing students’ performance to
that of their peers. This implies an intricate correlation between the visibility of the
dashboard and the behaviors exhibited by students in their learning. Moreover, the
research indicates that visual depictions of academic achievement have a regulating
impact on students’ self-regulated learning practices and academic drive. The study
emphasizes the significance of comprehending the influence of dashboard-presented
information, particularly in an advisory context, on student motivation and learning
strategies. This underscores the necessity for meticulous deliberation of the design
and execution of learning analytics tools in educational environments.
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The primary objective of this research was the design and development of a predic-
tive learning analytics system. In the subsequent sections, the structural blueprint
of the system, instrumental to this research, is presented. A comprehensive block
diagram delineates the system’s architectural design, emphasizing the intricate rela-
tionships among its fundamental components. An in-depth analysis of this diagram
will elucidate the core elements and their interdependent processes.

The project is split into two main phases, with Figure 3.1 showing the first step.
Here, we collected data from the TUC server using an API and saved it as a CSV file
after cleaning and organizing it. This file then got uploaded to our app’s frontend.

Prepared
Data will
be input

render / 3
response

request

6 4
respanse Data input
input data Dashboard

Prediction

data

Request

Further
Yes; prediction
?

Figure 3.1: Block diagram for system methodology

Using the MVC (Model-View-Controller) pattern common in .NET, the process
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works like this: Users request data imports from the frontend. The controller, using
our Prediction Algorithm, processes these requests. It then sends this data to the
SQL server for storage. If all checks out, the data is saved.

For predictions, users send requests from the dashboard. The controller grabs the
necessary data from the database and shows it on the dashboard. Users can also
ask the system for more detailed predictions and actions.

3.1 Use Case Description

The Technische Universitat Chemnitz, in collaboration with distinguished institu-
tions such as the Universitat Leipzig, Technische Universitat Dresden, and Hochschule
fiir Technik, Wirtschaft und Kultur Leipzig Fakultdt Informatik und Medien, pio-
neered an avant-garde digital mentoring system in 2022. This system epitomized
the synergy between innovative digital platforms and academic enrichment [98].

Central to this initiative was a meticulously designed seminar, focusing on eluci-
dating the multifaceted nuances of scientific exploration. To accentuate the learning
trajectory, students were entrusted with the dual responsibility of crafting an artic-
ulate presentation and authoring a comprehensive research paper. This mentoring
system, seamlessly embedded within the OPAL ecosystem, is accentuated with self-
assessment tools deployed post-session. Such a construct facilitates introspective
academic journeys, allowing students to pinpoint and fortify their areas of vulnera-
bility.

Predominantly, the seminar witnesses an influx of Master’s degree aspirants, ac-
counting for a substantial 90% of its demographic. This cohort is a tapestry of
diverse ethnic tapestries, reflecting the globalized nature of modern academia [99].

The evaluative paradigm employed is bifurcated into the ARS exam and the Stan-
dard Self-exam. Both evaluation mechanisms pivot around four cornerstone mod-
ules: Search, Presentation, Discussion, and Report. Within the ARS framework,
students are segmented into G1 and G2 classifications. Nonetheless, every student,
regardless of their categorization, traverses the entire academic landscape covered
by the four modules. The ARS’s raison d’étre is to cultivate an immersive pedagog-
ical environment, fostering dialogues centered around specific scholarly themes and
ensuring swift rectification of conceptual [100].

The assessment trajectory encompasses a quartet of rigorous evaluations. It com-
mences with an exploration into the veracity of literary sources, tasking students
with discerning the credibility of diverse references. The journey subsequently mean-
ders into a critique of scientific presentation techniques, urging students to juxtapose
distinct methodologies. Following this is an intellectually stimulating discourse on
scientific paradigms, nudging students to critically appraise and respond to perti-
nent research-centric queries. The finale is a deep dive into the realm of academic
integrity, emphasizing the delineation between direct and indirect citations, thereby
bolstering safeguards against intellectual appropriation.

A hallmark feature of this system is the "Topic Recommender’ module. Upon
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culminating their assessments, students are privy to their performance metrics across
various domains. Intriguingly, should a student demonstrate prowess in an area not
initially within their purview, the module astutely brings this to their attention,
nudging them towards further exploration, thus optimizing their scholarly potential.

3.2 Proposed Model

The final output of our proposed model is derived from an integrated analysis of
data collected through the ARS test, Self Test, and Topic Recommender modules.
Each module contributes uniquely to a comprehensive understanding of student
performance and learning needs.

| CONDITION: Same Student in same Semester

Topic Recommender
(Even average if exists ) Avg % TR

Topic Recommender

Chosen topic Score
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o

ARS_Search_G1/G2 Avg % ARS
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Avg % of 4 ARS /Y >

ARS_Discussion_G1/G2

(Even average if exists )

ARS_Report_G1/G2
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Self-test_Presentation
(Even average if exists )

Avg % of 4 Self T

Self-test_Discussion
(Even average if exists )

Self-test_Report
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Figure 3.2: Proposed Model

Figure 3.2 in the report illustrates the workflow of the proposed model. This
diagram explicates the process by which these individual modules interact and con-
tribute to the final prediction of student performance. The model’s design empha-
sizes a seamless integration of these modules, ensuring a cohesive and predictive
analysis that is instrumental in shaping educational strategies tailored to student
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needs. The model’s ability to synthesize data from diverse sources is pivotal in
providing a holistic view of the learning environment, thereby facilitating a more
personalized and effective learning experience for students.

3.3 Data Preperation

In today’s web development landscape, data fetching is paramount. Often viewed as
the backbone of web apps, a tiny hiccup in this area can pose significant risks to the
entire project. At its core, data fetching is about pulling data from external sources,
which can take forms like CSV or text files. Given its significance, a plethora of
tools and techniques, especially within the Python ecosystem, are at a developer’s
disposal.

API

Figure 3.3: Data preparation steps from TUC server

For my specific research, I turned to Python, known for its versatility and powerful
data-handling capabilities. I designed a Python application leveraging the 'pandas’
library, tapping into a total of 12 APIs. These APIs were vital in accessing data
from the TUC server. An important note here is the use of the 'Cisco AnyConnect
VPN, which was a necessity to securely access this server and its data.

Post fetching, I compiled the data into 12 distinct CSV files, prepped them for
integration into our primary system, and readied them for further analysis and
application. The fusion of modern tools and methodologies ensured that the data
was not only accurate but also timely, laying a solid foundation for the next stages
of the project.

3.3.1 Audience Response System

“vot-

The Audience Response System (ARS), commonly referred to as “clickers” or
ing systems,” represents a technological stride in interactive learning within uni-
versity settings. This system allows students to provide real-time feedback during

lectures, enabling professors to gauge immediate understanding and adapt content
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accordingly. The allure of ARS lies not just in fostering active participation but
also in its capacity for anonymous responses. This encourages candid feedback from
students, even those hesitant to voice their opinions, thus enriching classroom dis-
cussions.

Beyond immediate feedback, ARS has evolved as a valuable tool for data col-
lection. Professors can gather nuanced insights on student performance, helping
pinpoint areas of difficulty and refining teaching methodologies. This dynamic sys-
tem can accommodate various question formats, from multiple choice and true/false
to short answers, adding versatility to lectures.

In essence, the integration of ARS into university course modules revitalizes the
traditional lecture format. By catalyzing active participation and providing in-
stantaneous feedback, the Audience Response System stands as a testament to the
continuous evolution of teaching and learning processes in higher education.

Group Identification : The very first step in evaluating a student’s performance
via the ARS test module is to determine the group to which they belong. The sys-
tem segregates students into two primary groups: Group 1 (G1) and Group 2 (G2).
Identifying the correct group ensures that the subsequent analyses and recommen-
dations align with the student’s specific learning path and requirements.

Module Performance Evaluation : The ARS test encompasses evaluations
across four key competency modules:

1. Search: Evaluates the student’s ability to source and retrieve relevant infor-
mation.

2. Presentation: Assesses the student’s skills in organizing and presenting infor-
mation.

3. Discussion: Gauges the student’s capability to engage in meaningful discourse
on a given topic.

4. Report: Examines the student’s proficiency in documenting and summarizing
information.

Calculating ARS Marks : The calculation of ARS marks is based on two distinct
scenarios: the Single Record Scenario and the Multiple Record Scenario (MRS).

Single Record Scenario:
If a student has taken the ARS test only once during the semester, the calcula-
tion is straightforward. The marks obtained in each of the four modules (Search,

Presentation, Discussion, and Report) are averaged to determine the final ARS mark
for that student. Formula:
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Search + Presentation + Discussion + Report

ARSMarks = 1

Multiple Record Scenario (MRS): For multiple attempts, individual module
scores are averaged across attempts first, followed by a collective average for the
final mark.

Formulae:

SumofallSearchscores

AvgSearch =

Numberso fattempts

Sumo fall Presentationscores

AvgPresentation =
g Numberso fattempts

(Similarly calculated for Discussion and Report)

AvgSearch + AvgPresentation + AvgDiscussion + AvgReport
4

The ARS test module within the TUC’s Digital Mentoring System showcases a
commitment to nuanced student evaluation. By considering both single and multiple
test attempts, the system guarantees a fair representation of a student’s abilities. It’s
not just about gauging current skills but understanding their growth and progress
throughout the semester.

ARSMarks =

3.3.2 Self Test

The Self-Test module plays a crucial role in the academic setting, highlighting the
need of self-assessment and independence in the learning process. This application
enables students to evaluate their understanding and skill level in respect to specific
modules, thereby providing insights into areas that may need more attention. The
intrinsic worth of the Self Test is in its capacity to cultivate self-awareness, prompting
learners to assume responsibility for their academic progression.

The Self Test is a useful tool for educators due to its data-rich nature. Through
the analysis of outcomes, educators can gain a deeper understanding of individual
learning patterns and subsequently modify their teaching approaches accordingly.
The module’s versatility in accommodating different question formats guarantees a
comprehensive and diverse evaluation experience for students.

The inclusion of the Self Test in the academic syllabus highlights the educational
transition towards a student-centered approach to learning. It promotes the idea
that personal reflection and self-evaluation are fundamental to the whole educational
experience. This technique not only improves the learning experience but also in-
stills the significance of ongoing self-improvement.
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Self-Evaluation Modules : The Self Test, in its structure, mirrors the ARS in
terms of evaluation criteria, examining students across the four central competency
modules:

1. Search: Measures the student’s self-rated skill in locating and accessing perti-
nent information.

2. Presentation: Reflects the student’s self-perceived aptitude in presenting in-
formation in a coherent and structured manner.

3. Discussion: Evaluates the student’s self-assessed ability to engage in construc-
tive dialogue and discussion on a given topic.

4. Report: Captures the student’s self-evaluation of their prowess in consolidating
and documenting findings and insights.

Self-Test Score Calculation : Similarly to the ARS, the Self Test scores are also
computed based on two distinct scenarios: the Single Record Scenario and the Mul-
tiple Record Scenario (MRS).

Single Record Scenario: If a student has taken the Self Test only once during
the seminar, the evaluation process is straightforward:

1. The marks obtained in each of the four modules (Search, Presentation, Dis-
cussion, and Report) are compiled.

2. These marks are then averaged to determine the overall Self Test score for
that student.

Formula:

Search + Presentation + Discussion + Report

Sel fTestScore = 1

Multiple Record Scenario (MRS): In instances where a student has attempted
the Self Test multiple times, the assessment methodology is more nuanced:

1. For each module, scores from all attempts are collated.

2. These scores are then averaged to deduce a representative mark for that specific
module.

3. After procuring the average marks for all four modules, these values are aver-
aged once more to ascertain the overall Self Test score for the student.
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Formula:
SumofallS h
AvgSearch = fallSearchscores
Numberso fattempts
Sumo fall Presentationscores
AvgPresentation = f

Numberso fattempts

(Similarly calculated for Discussion and Report)

AvgSearch + AvgPresentation + AvgDiscussion + AvgReport

AvgSel fTestScore = 1

The Self-Test module in the research seminar endows students with the oppor-
tunity to introspectively evaluate their skills and understanding. By offering both
single and multiple record scenarios, the system ensures that the evaluations pro-
vide an accurate reflection of the student’s competencies, irrespective of the number
of attempts. This methodology aids in identifying areas of improvement, enabling
students to hone their research and presentation skills effectively.

3.3.3 Topic Recommender

The ever-changing realm of academic study continuously develops, offering researchers
the chance to identify significant and influential topics for investigation, while also
confronting them with problems. The university’s research seminar has successfully
included the “Topic Recommender” in an innovative manner. This sophisticated
technology is designed to simplify the process of topic selection for students, provid-
ing them with personalized research subject recommendations based on data-driven
insights.

The Topic Recommender creates individualized recommendations based on stu-
dents’ prior research engagements and their performance indicators in the ARS and
Self-Test modules. However, its intelligence does not stop there. The algorithm
ensures that its ideas are not just customized but also current and relevant by ex-
tensively researching academic journals, trending conference themes, and ongoing
discussions in the scholarly community. This synergistic fusion of customization and
trend-consciousness enables students to pursue study avenues that align with their
individual interests and the current state of academia.

3.4 Multiple Linear Regression Analysis

In my research, the “Multiple Linear Regression Analysis” section is dedicated to
employing this robust statistical technique to unravel the complex relationships be-
tween various educational predictors, such as ARS scores, Self Test results, and Topic
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Recommender outcomes, and their collective impact on student performance. This
analysis forms the backbone of our predictive framework, allowing us to not only
assess current educational achievements but also forecast future academic success
with greater precision.

Careful data gathering is the foundation of MLR implementation. It’s crucial to
have a dataset with ARS scores that show real-time comprehension, Self Test scores
that evaluate one’s capacity for self-assessment, and Topic Recommender outputs
that reveal individual preferences in terms of research. The cumulative performance
grade of the student is the dependent variable, and the independent variables are
the sum of all the data points. Cleaning the data, dealing with missing values, as-
suring normality, and checking for multicollinearity are all important steps in data
preprocessing that might affect the accuracy of the model’s predictions.

Model Specification and Variable Selection:

The model specification comprises picking appropriate independent variables after
the data has been cleaned. It’s possible that the results of the ARS or Self Test
can’t be predicted with 100% accuracy, thus a correlation analysis can help figure
out which features of the test are most predictive. It is hypothesized that if students
are matched with topics of interest and relevance, they will do better in the course.
In this step, we refine the variables to eliminate superfluous or irrelevant predictors
and make the MLR model as simple and informative as possible.

With the variables specified, MLR is used to estimate the coefficients that best fit
the data. Finding the weights that, when applied to the independent factors, best
predict the student’s final grade is what this procedure is all about. The reliability
of the model is then meticulously evaluated by splitting the dataset into training
and testing portions. The parameters of the model are estimated using the training
set, and its predictive accuracy is tested on the testing set to ensure it can be applied
to novel data.

The output of the MLR model must then be interpreted. The magnitude and
direction of the association between each independent variable and the dependent
variable are conveyed by the coefficients. For instance, if the ARS score’s coefficient
was positive, it would indicate that students whose participation in ARS activities
was higher also had higher average test results. By recognizing these relationships,
educational stakeholders can adapt interventions, increase feedback systems, and
build an environment where students are both challenged and supported. Further-
more, MLR’s foresight can direct curriculum creation, and instructive design, and
enable the development of tactics to help students reach their full academic poten-
tial.
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3.5 Data Pattern Analysis

It’'s common to refer to data as the 'new oil’ in today’s digital age. Data pattern
analysis is crucial for deriving insights from this information. Data science is the
study of collecting and analyzing data with the goal of discovering significant pat-
terns in the data. Indicators of deeper structures, such patterns help analysts make
sense of the messiness of the data.

Data pattern analysis has far-reaching and profound ramifications. Potential uses
range from helping businesses understand consumer spending habits in order to
forecast market trends to helping healthcare providers see the first symptoms of
disease outbreaks. But the difficulty of intricacy comes with the territory of ex-
panse. Complex methods and software are required to process all of the available
data. Deciphering these patterns typically requires a combination of machine learn-
ing, statistical modeling, and data visualization strategies. But analysts must be
cautious, making sure they don’t mistake correlations for causes.

API
Response

CSV Data

r 2022-03-03 12:12:50 20 100
lor 2022.03-03 12716 204 200
for 2020-05-0113:0407 1427 1 70
jor 2020-05-00 01:09:06 5 300

Figure 3.4: Data analysis based on API response

Tools and procedures have been developed to allow effective data conversion and
storage in order to tackle these issues head-on. For example, consider the Stu-
dent_ARS_Test information. It returns data in JSON format, and you can see an
example of a response right here. This original response, however dense with data,
was converted to the more widely used CSV format before being loaded into an SQL
server using a simplified controller. This change, demonstrated by the accompany-
ing screenshot, is emblematic of the modern data operation as a whole, including
not only data retrieval but also its refinement and storage.

Data Exploration and Discovery

Data exploration and discovery have become crucial procedures in the expansive
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realm of web development, playing a critical role in the triumph of any project that
heavily relies on data. Based on the given description, it is clear that before ana-
lyzing or using data, it is important to first comprehend the structure, quality, and
characteristics of the data. Data exploration plays a crucial role in the preliminary
stage before engaging in more intricate data analytics.

The process of data exploration extends beyond the basic phases of retrieving data
from several sources, such as APIs or TUC servers, as demonstrated in the research.
It delves deeply into comprehending the intricacies of the data. Using programming
languages like as Python and its 'pandas’ package, data may be effectively viewed,
examined, and modified, providing a solid foundation for exploration and analysis.
This discovery encompasses not only the identification of patterns, but also the
detection of anomalies, gaps, or contradictions within the data. Given the intricate
and extensive nature of contemporary data, particularly from diverse sources, this
investigation becomes crucial. It guarantees that the following phases of data pattern
analysis or application are constructed upon a stable and dependable basis.

Furthermore, the process of changing data, such as transforming JSON answers
into the well-recognized CSV format, exemplifies the iterative characteristic of data
exploration. This process is not simply a straight line but rather consists of various
iterations, transformations, and verifications to guarantee that data is prepared for
exploration. From this perspective, data exploration is not merely a single phase,
but an ongoing process that connects the divide between unprocessed, disorganized
data and valuable, practical ideas. Given the comparison of data to 'new oil’, it
is crucial to thoroughly investigate and comprehend this valuable resource. The
absence of a comprehensive exploration phase can hinder the performance of even
the most sophisticated analytical tools, underscoring the crucial importance of data
exploration within the broader data science ecosystem.

Data Processing

Data processing is comparable to the power center of a massive vessel, propelling
the entire research and decision-making process ahead. It plays a crucial function,
particularly during the initial stages of data exploration and discovery. The core of
a Predictive Learning Analytics System is data processing, which converts raw and
unorganized data into a structured and analyzable format, resulting in a valuable
source of practical insights.

The effectiveness of predictions in a Predictive Learning Analytics System is di-
rectly influenced by the quality and structure of the data. The importance lies not
only in the abundance of data, but also in its relevance, accuracy, and methodical
organization. Consider it as the process of converting crude oil into gasoline; it is
through this refining (or processing) that the raw material gains value.

In order to achieve this enhancement in the field of data, a series of meticulous
measures are implemented, with each step contributing an additional level of value:

1. Standardization: This process guarantees that data obtained from various
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sources adheres to a uniform format. For example, the formats used to repre-
sent dates may differ among different datasets. Standardizing the data facili-
tates the smooth synchronization of information.

2. Normalization: It is a crucial step, particularly for machine learning models.
It involves scaling numeric values to fit within a standardized range. This
ensures that no one parameter has an excessive influence on the model due to
its scale.

3. Transformation: It refers to the process of generating derived attributes or
altering existing ones in order to more accurately represent the underlying
patterns in data. For example, one could deduce the 'day of the week’ from a
given date, as it may have an impact on student performance.

4. Reduction: Although a larger amount of data typically provides more com-
prehensive insights, not all qualities of the data hold equal value. Enhancing
efficiency while maintaining quality is achieved by deleting irrelevant or super-
fluous qualities in the data.

5. Discretization: It involves the process of converting continuous qualities into
categorical ones. For example, student grades can be divided into discrete
categories such as ’outstanding’, ’good’, ’average’, etc., which can assist in
specific sorts of analysis.

The primary goal of these processing steps is two-fold: firstly, to ensure that the
data is compatible with sophisticated analytical tools and algorithms, and secondly,
to accentuate and emphasize the inherent patterns within the data, preparing it for
the subsequent stages of modeling in the Predictive Learning Analytics System.

Data Cleaning

In the complex realm of educational analytics, the utmost importance is placed
on the quality and trustworthiness of data. Inevitably, inefficiencies and contradic-
tions arise when dealing with multiple data sources such as APIs and TUC servers.
Data cleansing is a crucial stage that serves as a guardian to guarantee the quality
and dependability of the data.

The data cleansing procedure involves multiple crucial phases. At first, errors are
detected, ranging from anomalies to unforeseen missing numbers. Thorough efforts
are made to identify and eliminate duplicate entries, as they have the potential to
affect analytical results. Data imputation is employed when simple deletion of data
may lead to loss of information. It involves utilizing techniques such as mean substi-
tution or more sophisticated procedures. Structural irregularities, such as columns
within columns or non-standardized headers, are also corrected. The primary objec-
tive is to guarantee that datasets are standardized, maintain historical consistency,
and comply with validity checks.
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In the context of predictive learning analytics, data cleansing plays a significant
function that goes beyond conventional preparation. It establishes the basis for en-
suring that models operate at their highest level of efficiency, allowing for accurate
predictions and well-informed teaching plans. The process of cleaning data is often
undervalued, yet it is crucial as it ensures the accuracy of models.

Data Validation

Data validation in predictive learning analytics encompasses more than just en-
suring correctness. Validating the utility and trustworthiness of data is of utmost
importance in the creation of a predictive learning analytics system at the Technical
University of Chemnitz. This system, specifically developed for forecasting student
performance, incorporates data from multiple sources, such as Audience Response
Systems (ARS), Self Tests, and a Topic Recommender.

When verifying data for this system, we make sure that it fulfills the specifications
of our analytical models, thus preserving accuracy, comprehensiveness, and consis-
tency. It is essential since each data point might have a substantial impact on the
instructional methods developed from our predictive model.

After conducting a thorough data cleansing procedure, we verify the information
using recognized sources and standards. These standards are based on historical
facts, expert judgments, and established academic metrics. The meticulous valida-
tion process guarantees the precision and usefulness of the data for our intended
study, establishing it as a dependable basis for our predictive model.

The system is constructed utilizing ASP.NET MVC, guaranteeing a sturdy and
adaptable framework for managing intricate data connections. This technology se-
lection is in line with our dedication to constructing a dependable and effective
analytics system.

In order to enhance data integrity, we have included the use of 'Cisco AnyCon-
nect’ VPN to establish secure connections to our servers. Ensuring data security and
integrity at this stage is essential, as it instills trust in the accuracy of the analyt-
ics outcomes. The significant risks and long-term consequences of judgments made
based on predictive learning analytics in educational settings require the implemen-
tation of rigorous data validation techniques. Implementing this method not only
safeguards against mistakes and prejudices but also enhances the overall reliability
and effectiveness of the predictive learning analytics system.

Data Sorting

Data sorting is a crucial step in predictive learning analytics that systematically
follows the steps of data cleaning and validation. This procedure not only arranges
data but also enables quick retrieval and smart analysis. In the rapidly growing
field of predictive learning analytics, the large amount of educational data requires
a systematic method. Organizing data in a systematic manner allows for efficient
retrieval of relevant information, leading to improved workflow optimization.
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Within the realm of educational data, sorting encompasses multiple dimensions.
Chronological sorting is really valuable. For instance, when examining datasets such
as Student ARS Test material, organizing the information chronologically enables
a thorough monitoring of students’ academic advancement and engagement in the
classroom. This temporal organization is crucial for uncovering patterns, transitions,
and irregularities within certain time intervals. It aids in revealing concealed stories
within the data, such as variations in student involvement or persistent patterns in
academic achievement throughout several academic terms.

In addition to arranging data in chronological order, classifying information ac-
cording to qualitative characteristics such as performance levels, course subjects,
or demographic factors enhances the precision of our research. The utilization of
this multidimensional sorting approach allows educators and analysts to system-
atically analyze and understand intricate data sets in a comprehensive manner. It
enables a more sophisticated comprehension of student actions, learning results, and
educational trends.

Within the domain of predictive learning analytics, data sorting encompasses the
process of preparing data for machine learning algorithms. This process entails clas-
sifying data in a manner that conforms to the particular criteria of these algorithms,
hence improving the accuracy and applicability of prediction models.

Data sorting is crucial in the field of predictive learning analytics. Data prepa-
ration is essential for extracting actionable insights since it converts raw, validated
data into a structured and analyzable format. This method efficiently reduces the
complexity of datasets, making them more manageable and understandable. The
generated data is the backbone of precise prediction and well-informed strategic
planning. Data sorting’s importance in educational analytics goes much beyond
simple organization, as it helps to reveal data’s latent capacity to guide instruc-
tional practices and improve student learning.

Data Aggregation

The significance of data synthesis in the complex matrix of predictive learning ana-
lytics cannot be overstated. A crucial procedure, data aggregation brings together
disparate data sets and reduces them to more cohesive and informative wholes.
Given the vast amount and variety of data available in educational settings, espe-
cially from tools like the ARS Test, aggregation is crucial for achieving a complete
picture of student achievement.

Considering the different recorded metrics (attendance, engagement, answer ac-
curacy, etc.), each data point is like a piece of a puzzle. When taken by themselves,
these indicators tell us very little. But when put together, they reveal more con-
text and shed insight on general tendencies and patterns. The results of a series
of ARS tests, for instance, may vary from student to student, but when taken as a
whole, they can reflect whether or not a specific topic was difficult for the majority
of students that semester, suggesting the need for curricular changes.

Also, in the field of predictive learning analytics, combining datasets makes it
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possible to train more accurate models. Predictions of future student outcomes
or learning trends can be made more reliably and accurately when models are fed
data in aggregate. It’s like taking in a mosaic as a whole instead than picking out
individual tiles.

When it comes to navigating the vast ocean of educational data, data aggregation
is the compass. Aggregation helps educators and analysts make more informed de-
cisions by integrating and synthesizing data from multiple sources to paint a more
complete picture of how students learn.

Data Selection

A mountain of data sits atop the enormous field of educational analytics, with
sources like the ARS Test, Self Test, and Topic Recommender. Acquiring the most
useful information while avoiding distractions is a challenge in this vast ocean of
data. To what end? In a predictive learning analytics system, it is especially im-
portant that the data selection closely matches the analytical goals at hand.

With the use of digital measurements from resources like the ARS Test, Self
Test, and Topic Recommender, the current educational setting generates a massive
amount of information. Each piece of information may be valuable in and of itself,
but it may be irrelevant to some analyses. At this point, it is crucial to pick the right
data. Researchers comb through this mountain of information and cherry-pick the
datasets and indicators that best serve their research or the needs of their predictive
model. Envision a jeweler carefully curating a piece of jewelry by hand-picking each
stone from a wide collection. In a similar vein, picking the proper data is crucial for
a reliable predictive model.

Precise data selection is crucial in the field of predictive learning analytics. The
Topic Recommender, for instance, may shed light on the student’s areas of interest
or challenges, guiding the prediction model more efficiently than the Self est data,
which can provide insights into the student’s overall readiness level. On the other
hand, while ARS Test data may shed light on class performance as a whole and group
dynamics, it may not provide as much detail about individual students’ readiness
for the test as Self Test data does. That’s why analysts sometimes choose one over
the other, or employ a hybrid approach, based on the specifics of their analysis.

Predictive learning analytics is all about striking a careful balance, and this in-
cludes the data selection process. Analysts guarantee that the data entering into the
predictive models is not just relevant but also indicative of the student’s academic
experience by filtering through the massive datasets from tools like the ARS Test,
Self Test, and Topic Recommender.

Data Classification
There is a pressing need to identify and organize the massive amounts of data gen-

erated by educational analytics tools like the Automated Response System (ARS)
Test, the Self Test, and the Topic Recommender so that it may be used more effec-

26



3 Methodology

tively. Data categorization, like a librarian’s organization of books into sections and
genres, makes information more manageable and useful in the context of predictive
learning analytics by methodically grouping data based on intrinsic qualities.

Considering the ever-changing nature of student development, data classification
acts as a beacon, shedding light on hidden patterns and trends. Data from the ARS
Test, for instance, may reveal patterns of strengths and weaknesses that are char-
acteristic of a given cohort when analyzed in aggregate. The information gathered
from students’ self-assessments, on the other hand, provides a finer-grained picture
and could lead to subgrouping depending on students’ levels of achievement, areas
of weakness, or even preferred learning styles. In the meanwhile, the Topic Recom-
mender can be used as a data source to show how students lean toward particular
subjects or themes, providing insight into their interests and areas of difficulty.

Such categorizations are extremely helpful in the field of predictive learning ana-
lytics. Predictive models improve their accuracy with well-organized data sets. This
contrast, when properly categorized, may indicate a gap in teaching methodology
or resources rather than a lack of interest, as in the case where students consistently
score low in a certain module on the Self Test but the Topic Recommender suggests
they are keenly interested in related subjects.

Data categorization in the context of predictive learning analytics functions as an
organizational tool that facilitates more precise insights and predictions. Educators
and analysts can gain a better understanding of the learning landscape by classifying
data from tools like the ARS Test, Self Test, and Topic Recommender.

3.6 Visualisations Techniques

Predictive learning analytics employs an interdisciplinary methodology that com-
bines statistical, computational, and graphical tools to forecast and comprehend
prospective learning results. Its objective is to enhance the educational experience
for learners. Data visualization is crucial since it allows stakeholders to understand
complex datasets and extract practical insights. This discussion will explore certain
visualization techniques and their use in predictive learning analytics.

Pie Chart:

A pie chart is a graphical display that divides data into sections, with each sec-
tion representing the proportion of a category in relation to the overall dataset. It
has a visually intuitive design, enabling viewers to rapidly comprehend the relative
proportions of each group [101].

Pie charts provide educators with a concise visual representation of how learners
are distributed among different categories, such as their learning styles, levels of
engagement, or expected performance indicators. For example, a pie chart can
effectively depict the distribution of students expected to thrive, pass, or potentially
fail a course [102]. When observed in a consecutive order or in conjunction with
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other data, these charts can assist in forecasting patterns and facilitating prompt
interventions.

Records

m1stQtr m2ndQtr = 3rd Qtr 4th Qtr

Figure 3.5: An example of Pie chart

Pie charts are highly effective for presentations and provide rapid insights due
to their straightforwardness and visual coherence. By offering a prompt visual dif-
ferentiation of several categories, educators and stakeholders can concentrate their
endeavors on the areas that require the most attention.

Bar Chart: Bar charts employ rectangular bars to represent data, where the length
or height of each bar is directly proportionate to its value. They have the ability
to be positioned either horizontally or vertically and are very efficient in the task of
comparing distinct categories or monitoring alterations across them [103].

Bar charts are essential for illustrating the progression or conduct of learners over
a period of time. For example, teachers could utilize a bar chart to illustrate the
monthly evolution of quiz scores. This enables them to identify patterns, such as
steady enhancement or a sudden decline in performance, that may indicate wider
trends or problems [104].
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Figure 3.6: An example of Bar chart

The efficacy of bar charts hinges on their capacity to offer distinct comparisons.
Visual representations provide for rapid communication of variations in scale among
different categories or over time, facilitating educators in detecting patterns, excep-
tional cases, or irregularities that may necessitate intervention.

Table: A table arranges data in a structured format consisting of rows and columns.
The method is simple and direct in presenting unprocessed facts or statistics, pro-
viding a comprehensive perspective that other representations may oversimplify or
miss [105].

Within the realm of predictive analytics, tables might be utilized to list pupils
and link them to diverse indicators such as their probability of withdrawal, their
present level of involvement, or their projected examination outcomes. Although
tables may not provide quick visual insights like graphs or charts, they offer exact
and complete information.

Tables are commonly used to convey intricate facts. They are necessary when
precise numerical data is as important as, if not more important than, the general
pattern. They are particularly valuable in academic environments where educators
or administrators may want detailed information about individual learners.

Line Chart:

Line charts employ data points joined by lines to depict information, usually to vi-
sually illustrate a sequence over a continuous interval or duration. They are highly
effective in illustrating patterns, advancements, or variations in data over a period
of time [106].

Line charts are essential for monitoring the progress or involvement of students
during the duration of a course or an academic year. Consider a scenario in which
an educator monitors weekly examination results or daily levels of participation. A
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line chart can reveal patterns, such as constant progress, periods of stagnation, or
unexpected reductions in performance. Through the careful examination of these
patterns, educators can predict possible obstacles and take proactive measures to
adapt their teaching methodologies [107].

Student Records
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Figure 3.7: An example of Line chart

Line charts possess the capability to effectively display trends and patterns that
occur over a period of time. They offer an uninterrupted perspective on data, facili-
tating the detection of gradual alterations that may remain unnoticed in alternative
display formats. Line charts play a crucial role in predictive learning analytics by
using historical trends to forecast future performance. This allows for prompt inter-
ventions and support when needed.

Scatter plots:

PLA utilizes data and machine learning to anticipate potential future results in
the field of education. Data visualization is an essential element of PLA since it
enables a more lucid comprehension and analysis of the obtained insights. Out of
the many data visualization techniques available, the scatter plot is particularly
noteworthy as a handy tool.
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Figure 3.8: An example of Scatter chart

Scatter plots illustrate individual data points on a two-dimensional coordinate sys-
tem, with one variable represented on the x-axis and another on the y-axis. Within
the framework of PLA, scatter plots serve to visually represent the correlation be-
tween two educational variables, such as the amount of time dedicated to studying
and the corresponding test scores [108]. This graphic facilitates the identification of
patterns or trends by educators, such as the correlation between increased study time
and higher exam scores. Scatter plots are a crucial tool for educators and admin-
istrators to gather information and develop strategies to improve learning outcomes.

Heatmap

Predictive Learning Analytics seeks to utilize vast amounts of educational data,
combined with machine learning techniques, to predict and influence future learn-
ing outcomes. In this intricate domain, the visualization of data is paramount, as
it converts intricate datasets into understandable patterns for educators, learners,
and administrators [109]. Heatmaps are one such potent visualization tool that has
found a distinctive place in the realm of PLA.

A heatmap is essentially a graphical representation of data where individual values
are denoted by variations in color. Darker shades typically represent higher values,
while lighter shades indicate lower values. In educational contexts, heatmaps can
provide a bird’s eye view of student performances, activity levels, or engagement
across modules, assignments, or time periods. For instance, if an instructor wishes
to assess which parts of an online course are most interacted with, a heatmap can
instantly highlight "hot” areas indicating high engagement, and ’cold’ zones showing
areas that may need pedagogical revision.
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Figure 3.9: An example of Heatmap

Heatmaps can be particularly useful when analyzing correlations between mul-
tiple variables. By visualizing multivariate data, educators can discern patterns
that might be missed in tabular data. For example, a heatmap might reveal that
students who frequently access certain learning resources or participate in certain
online discussions tend to achieve higher scores in assessments. Thus, heatmaps,
through their vivid color-coded visualizations, not only simplify complex data but
also empower educators with insights to enhance teaching methodologies and foster
improved learning outcomes [110]. Heatmaps utilize vibrant color-coded represen-
tations to simplify intricate data and provide educators with valuable insights to
enhance teaching approaches and promote better learning outcomes.
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The deployment of a web-based Predictive Learning Analytics system signifies a
pivotal advancement in educational technology, offering a comprehensive tool for en-
hancing educational experiences across various stakeholders. This implementation
involves a systematic approach, beginning with the design of a scalable and robust
architecture, ensuring compatibility with existing educational platforms. Integral
to this process is the meticulous collection and processing of educational data, en-
compassing student performance metrics and engagement statistics. Subsequently,
advanced machine learning algorithms are employed to develop predictive models,
aiming to decipher patterns and insights within the educational landscape. The user
interface, prioritizing simplicity and intuitiveness, facilitates seamless interaction for
users. Additionally, the integration of sophisticated analytical tools enables the ef-
fective visualization and interpretation of data, thereby empowering educators and
institutions in decision-making processes. Prior to its full deployment, the system
undergoes extensive testing and iterations based on initial user feedback, ensuring
its reliability and efficacy in real-world educational settings.

Project Setup

The development of this predictive learning analytics system was not solely a tech-
nological undertaking, but rather a pursuit to utilize the potential of data in the field
of education. When effectively implemented, such a system can have a significant
influence on learners and educators by addressing gaps and anticipating issues. The
establishment of such an advanced system necessitated a meticulous choice of tools,
platforms, and approaches, guaranteeing not only its operational efficiency but also
its adaptability and durability.

As the architecture evolved, it became clear that the system’s complexity required
a division between the user interface components and the underlying algorithms and
databases. This intentional segregation meant that while the end-users obtained
a smooth and instinctive encounter, the underlying procedures remained sturdy,
effective, and, most importantly, precise.

A variety of software development tools and environments were utilized to guar-
antee the seamless integration of each component. These tools, including integrated
development environments (IDEs) and version control systems, ensured that each
phase of development was optimized, devoid of errors, and in line with the project’s
objectives.

In this chapter, I explore a selection of pivotal technologies central to this study,
aligning them based on their relative process priority.
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4.1 Backend Development

Referred to as the “server-side,” the software backend is a fundamental element in
the field of software development. It manages the data and provides the essential
features for software programs and information systems, working in the background
and out of sight from the user interface (front-end). The central application logic,
which specifies how data is handled and actions are carried out, is one of its main
functions. The database management and data integration tasks are also handled
by the backend. Through Application Programming Interfaces (APIs), connectiv-
ity with external services and databases is made possible. It is essential to user
authentication and authorization because it keeps the program secure by allowing
access to only those who are permitted. A smooth user experience is also facili-
tated by the backend’s management of user sessions, interactions, and application
state. This component’s usefulness in software development is further cemented by
its scalability, middleware integration, and error management [111].

For accessibility and dependability, backend development may be implemented
on servers or cloud infrastructure, and it frequently requires the use of multiple
programming languages and technologies. With their flexibility and scalability, mi-
croservices and containerization have become popular methods for developing and
maintaining backend components in modern software development methodologies.
The software backend functions as the brains behind software programs, processing,
storing, and transmitting data in an efficient manner, all the while maintaining secu-
rity protocols and providing a smooth user experience. It is essential for developing
software programs that are reliable, safe, and efficient [112].

The “server-side,” or software backend, is an essential part of any information sys-
tem or software application. It is in charge of managing the essential functions and
back-end processes that keep the entire software ecosystem running properly. The
backend ensures that data is processed, saved, and provided effectively by serving as
a bridge between the user interface (front-end) and the database or external services.

Python

For data processing purposes, I have used Python in this research. Python, classi-
fied as a high-level interpreted programming language, ranks among the most exten-
sively utilized languages. Its versatility encompasses support for OOP, structured
programming, and functional programming paradigms. Python serves as a robust,
elegant, and highly legible language, well-suited for a spectrum of high-level pro-
gramming endeavors, ranging from web applications to machine learning and data
analytics. Python’s innate ability to organize data and operations into cohesive
entities known as objects underscore its pragmatic design and usability [113] [114].

Python is known for being a flexible programming language that makes it easier to
turn concepts into workable solutions. It fills in the gaps in the fields of web design,
numerical calculation, system administration, and other applications. Because of
its adaptability, researchers can investigate a multitude of fields without requiring a
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deep dive into linguistic analysis. Python serves as a valuable tool for researchers,
offering the practical means to solve complex problems. It is described as a genuine
programming skill, capable of addressing challenges that were traditionally associ-
ated with languages like MATLAB and R. Python’s built-in libraries and methods
make it particularly well-suited for scientific research and practical problem-solving
[115].

Python lies in the middle of functional and object-oriented design patterns. It
makes use of C language capabilities to enable the smooth integration of libraries,
objects, functions, class definitions, and components. Its syntax is seen as intuitive
and consistent with the way programmers think. It is noted that one important
aspect of Python that facilitates coding is its readability. It is a preferred option
for developers since it promotes the writing of reusable code. The code written in
Python is simple to comprehend and update [116].

With more than two hundred core modules supporting it, the Python Standard
Library, which includes fundamental syntax and functionality, is an integral part of
Python’s core distribution. Furthermore, the Python Package Index (PyPI) provides
developers with access to an extensive library of auxiliary components. Python is
becoming more well-known in the programming community and is becoming more
and more popular. It is recognized for its effectiveness in writing code, as seen in
tools for rapid application development (RAD). Python’s significance is highlighted
by the fact that it can do intricate tasks with succinct code [117].

Pandas

Pandas helps in data analysis and manipulation. Data scientists, analysts, and re-
searchers use this open-source Python library because it offers strong data structures
and data analysis tools. Series and DataFrame are the two main data structures
that Pandas provides. A data frame is a two-dimensional tabular data structure with
rows and columns that resemble a spreadsheet, whereas a Series is a one-dimensional
array-like object that can hold numerous data types [118].

Pandas is very good at exploring, cleaning, and transforming data. By making
it easy for users to filter, aggregate, and pivot data, it streamlines the management
of data. It can elegantly deal with missing data by providing ways to add or re-
move missing values. Pandas is a flexible tool for real-world data analysis since it
works well with a variety of data sources, including databases like SQL and flat files
like CSV and Excel. Its capabilities are further enhanced by its connection with
other Python libraries, such as Matplotlib for data visualization and NumPy for
mathematical computations [119].

The library is more appealing for a variety of applications due to its efficiency in
handling time series data, indexing, and slicing data. Data analysts love it because
of its comprehensive documentation, ease of reading, and simplicity. In conclusion,
pandas is an essential data analysis library that greatly enhances the Python data
science ecosystem and makes loading, manipulating, and analyzing data easier [120].
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C#

C#, which is often pronounced as “See Sharp,” is a modern programming language
that is renowned for being type-safe, object-oriented, and modern. It gives program-
mers the ability to design a variety of reliable and secure apps that integrate with
the.NET framework. Those who are familiar with C, C++, Java, and JavaScript
will recognize C# right away because of its roots in the C language family. This
synopsis sheds light on the salient characteristics of C# 11 and its predecessors [121].

Programming in C# is both object-oriented and component-based, and it comes
with built-in tools to make creating and using software components easier. C# has
added new features to handle a variety of jobs and conform to new software design
approaches as it has developed. Since C# is fundamentally based on object-oriented
concepts, programmers can construct types and specify how they should behave.

C# has many capabilities that help developers create apps that are reliable and
durable. Automatic garbage collection recovers memory that has been occupied by
inaccessible and useless items. Protect yourself from variables that might not refer
to allocated objects with nullable types [122]. Error detection and recovery are made
more structured and flexible with the help of exception handling.

Lambda expressions are included to facilitate functional programming techniques,
and Language Integrated Query (LINQ) syntax creates a uniform framework for
managing data from various sources. The development of distributed systems is
facilitated by language support for asynchronous operations [123]. All kinds in
C#, including primitives like int and double, derive from a common root object
type under the language’s unified type system. This uniformity permits coherent
operations, storage, and transit for values of any kind. It also guarantees consistent
operations for values of any kind. Furthermore, C# supports user-defined reference
types as well as value types, which permits dynamic object allocation and in-line
storage for structures that are lightweight. The language improves type safety and
performance by extending support for generic methods and types. Iterators are
a feature of C# that enable implementers of collection classes to provide unique
behaviors for client applications.

Versioning is a key component of C#, which makes sure that programs and li-
braries can change together in a compatible manner over time. Important aspects
of C#t’s design that were impacted by versioning concerns include clear virtual and
override modifiers, explicit interface member declaration support throughout, and
well-defined rules for handling method overloads [124].

ASP.NET MVC

ASP.NET MVC stands apart due to its strict adherence to the concepts of the
Model-View-Controller design, which encourages the development of code that is
neat and well-structured. The “Model” component prioritizes the business logic
and data management, facilitating the modification or expansion of the application’s
core functionality without impacting the user interface. The “View” component is
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accountable for displaying the user interface, and its segregation from the Model
enables developers to build web pages autonomously, leading to a more adaptable
and reactive frontend. The “Controller” component serves as a middleman, manag-
ing user input, executing requests, and identifying the suitable Model and View to
engage with. The division of responsibilities improves the ease of maintaining code
and promotes effective communication among development teams [125].

ASP.NET MVC has robust support for test-driven development (TDD), which is
a notable feature. Due to the distinct allocation of duties, it becomes significantly
easier to compose unit tests for specific components. By allowing developers to
test Models, Views, and Controllers separately, it becomes easier to detect and fix
problems at an early stage of development. This approach ensures that the applica-
tion is reliable and robust. The implementation of Test-Driven Development (TDD)
methodology improves the overall quality of web applications while simultaneously
reducing the resources and time needed for debugging and maintenance tasks [126].

ASP.NET MVC provides enough opportunities for comprehensive customization
and extensibility. Developers possess the ability to modify and expand the frame-
work in order to fulfill particular project needs, granting them the liberty to build
personalized routing, authentication, and permission processes. Moreover, ASP.NET
MVC seamlessly integrates with a diverse range of frontend technologies, such as
JavaScript frameworks and libraries, rendering it highly suitable for the development
of contemporary and engaging web applications. ASP.NET MVC is a versatile and
developer-friendly framework that offers a variety of functionalities. It can be used
to build a wide range of web applications, ranging from simple websites to big busi-
ness solutions [127].

LINQ

Language Integrated Query (LINQ) is a pivotal and revolutionary characteristic
of the C# programming language and the .NET ecosystem. LINQ is a collection of
language extensions that enables developers to effortlessly incorporate query capa-
bilities into their C# applications. This technology offers a uniform and articulate
method to manage, filter, and convert data from many sources, including collections,
databases, XML, and other sources. The key advantage of LINQ is its capacity to
enhance the readability, efficiency, and maintainability of data access and manipu-
lation processes [128].

LINQ provides a diverse range of standard query operators, including Where,
Select, OrderBy, and GroupBy, which developers may utilize to execute various data
operations in a declarative and succinct manner. One notable advantage of LINQ
is its robust type system, which guarantees that queries are validated during the
compilation process. Consequently, by identifying flaws in queries at an early stage
of development, the probability of encountering runtime exceptions is diminished,
leading to an enhancement in the overall quality of the code.

LINQ is highly adaptable, as it can effortlessly operate with many data sources.
The LINQ query syntax stays constant across many data providers, enabling de-
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velopers to utilize their expertise and skills while querying databases using LINQ
to SQL or Entity Framework, processing in-memory collections, or parsing XML
documents. Essentially, LINQ streamlines the procedure of data manipulation, ren-
dering it an essential instrument for C# developers while managing intricate data
manipulation duties [129].

Entity Framework

Entity Framework is a Microsoft-developed, comprehensive object-relational map-
ping (ORM) framework. It serves as an intermediary between the object model of
your application and the relational database underneath, providing a sophisticated
and user-friendly approach to manipulating data. Entity Framework (EF) stream-
lines data retrieval and modification in .NET applications, obviating the necessity
for developers to compose intricate, granular database code. This framework is ex-
tensively embraced within the .NET ecosystem and is renowned for its adaptability
and capabilities that enhance productivity [130].

The fundamental elements of Entity Framework revolve around the Entity Data
Model (EDM), which serves as an abstract representation of the data within your
application. In the context of EDM (Entity Data Model), entities are defined to
represent tables in a database, and relationships are established between these en-
tities. Manipulating data in an object-oriented manner becomes more convenient
when dealing with intricate data structures. In addition, EF provides extensive
integration with Language Integrated Query (LINQ), allowing developers to build
queries in C# that are tightly typed and capable of retrieving and manipulating
data. Not only does this improve the clarity of the code, but it also detects mistakes
during the compilation process.

The Entity Framework offers the capability of automatically generating C+# classes,
referred to as entity classes, based on the structure of the database schema. These
classes correspond to tables in the database and enable developers to manipulate
data using an object-oriented methodology [131].In addition, EF monitors modifi-
cations made to entities, allowing for the automatic creation of SQL queries to save
such modifications to the database. The implementation of this change-tracking
method streamlines data modification activities and guarantees coherence between
the application and the database.

The Entity Framework provides a high degree of flexibility when it comes to
designing databases. One option is to utilize the Code-First strategy, which in-
volves defining your entity classes in C# and allowing EF to automatically con-
struct the corresponding database structure. Alternatively, you have the option to
use the Database-First technique, which involves beginning with an already existing
database and generating the entity classes that will be used to manipulate the data.
Entity Framework (EF) is compatible with several database providers, allowing it
to be flexible and compatible with different data storage systems, including SQL
Server, MySQL, SQLite, and others.

Loading techniques: Entity Framework offers different loading techniques, in-
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cluding lazy loading and eager loading. Lazy loading is a technique that obtains
associated data from the database only when it is specifically required, which aids
in optimizing performance. In contrast, eager loading retrieves associated data si-
multaneously with the main data in a single query, hence minimizing the need for
several interactions with the database. These loading mechanisms enable devel-
opers to optimize data retrieval according to the individual requirements of their
application [132].

Entity Framework is a robust and adaptable technology that is highly beneficial
for developers who are working with data in .NET applications. It optimizes the
process of accessing and manipulating data, facilitates the construction of code, and
minimizes the intricacy of working with databases. EF offers the essential func-
tionalities and capabilities to efficiently and sustainably manage data, regardless of
whether you are developing a basic application or a sophisticated enterprise-level
solution.

SQL

SQL, often known as Structured Query Language, is an essential element in software
development, namely in the realm of ASP.NET applications. ASP.NET is a preva-
lent framework utilized for constructing dynamic web applications, whereas SQL
acts as the foundation for overseeing and altering data in these applications. This
study examines the pivotal significance of SQL in ASP.NET software development,
namely in the areas of data storage, retrieval, and management.

ASP.NET applications predominantly rely on SQL databases for data storage and
management. Relational databases offer a methodical and systematic approach to
storing information, guaranteeing the reliability and accuracy of data. ASP.NET de-
velopers utilize SQL for the purpose of constructing and overseeing database tables,
establishing connections between tables, and enforcing data restrictions, rendering it
a highly suitable option for constructing resilient and expandable applications [133].

ASP.NET applications frequently utilize SQL Server, a widely-used RDBMS cre-
ated by Microsoft, as their preferred database management system. SQL Server
provides essential functionalities including data encryption, user authentication, and
precise access control, which are vital for protecting sensitive data in web applica-
tions.

Data retrieval and manipulation are crucial components of software development
in ASP.NET. The querying capabilities of SQL are essential for developers when they
require retrieving precise data from the database, applying filters, and presenting it
to users in a meaningful manner [134]. SQL queries, renowned for their versatility
and potency, empower developers to efficiently get data from extensive datasets and
present it in a format that fulfills user specifications.

ASP.NET developers utilize SQL queries to interface with databases and obtain
data for presentation. The queries encompass a variety of procedures, ranging from
basic SELECT statements to more intricate tasks like JOINs, subqueries, and ag-
gregations. SQL enables developers to modify, add, and remove entries, ensuring
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that the database stays synchronized with the application’s data need [135].

Ensuring data security and integrity is of utmost importance in software de-
velopment, particularly when dealing with ASP.NET applications. SQL plays a
crucial role in attaining these objectives. Developers can safeguard sensitive data
and enforce access control by implementing user authentication, authorization, and
database limitations.

Moreover, SQL offers techniques for data validation and referential integrity, hence
minimizing the possibility of inconsistent or erroneous data being inserted into the
system. SQL provides many methods such as foreign key constraints, unique con-
straints, and check constraints to ensure the integrity and consistency of data [136].

Optimal data access and retrieval are crucial for the efficiency of ASP.NET ap-
plications. SQL enables developers to enhance database efficiency by utilizing tech-
niques such as indexing, stored procedures, and query optimization. Well-designed
indexes enhance the efficiency of data retrieval, while stored procedures minimize
the necessity of frequently parsing and compiling SQL statements.

In addition, developers have the ability to utilize SQL Server’s performance mon-
itoring and profiling tools to detect and address any performance bottlenecks. This
guarantees that ASP.NET applications operate seamlessly, even when faced with
substantial workloads.

4.2 Frontend Development

Frontend development is an essential component of software development that fo-
cuses on designing the user interface and enhancing the user experience in online
applications. It includes all the components that users directly interact with, ranging
from the visual aesthetics and arrangement to the interactive features that enhance
the dynamism and user-friendliness of websites. Frontend development necessitates
the use of tools and frameworks that can effectively supply both visual appeal and
functionality, as they directly influence user interaction and pleasure [137].

ASP.NET, developed by Microsoft, is a highly potent tool for frontend developers
in this area. Web Forms were initially introduced to facilitate swift web application
development by employing a drag-and-drop interface that emulates the functional-
ity of conventional desktop apps. ASP.NET MVC further advanced the evolution
by introducing a model-view-controller design, which prioritizes the separation of
concerns and improves maintainability. In addition, the introduction of Blazor has
enabled developers to create dynamic user interfaces on the client side using C#
instead of the conventional JavaScript [138]. This move not only streamlines the de-
velopment process but also easily interacts with Microsoft’s Visual Studio, offering
a comprehensive platform for end-to-end web development.

CSS

Cascading Style Sheets (CSS) are the foundation of web aesthetics and user in-
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terface design. In ASP.NET applications, CSS is used to enhance the front-end
design, complementing the strong back-end capabilities of the environment. It en-
ables developers and designers to give their ASP.NET apps a distinctive appearance,
ensuring that they are not only functionally strong but also visually appealing [139].

Given the widespread availability of different device sizes and screen resolutions,
responsive design has become essential. The latest capabilities and media queries
in CSS enable ASP.NET developers to create applications that effortlessly adjust to
different devices. This guarantees a uniform user experience, regardless of whether
it is visited from a desktop, tablet, or smartphone.

Contemporary online apps are anticipated to possess interactivity and dynamism.
CSS provides a variety of attributes and techniques, including transitions, anima-
tions, and hover effects, that can improve user interactions with ASP.NET appli-
cations. The incorporation of subtle animations and feedback methods can greatly
enhance user engagement and happiness.

Corporate branding and theming are crucial for ASP.NET applications designed
at the enterprise level. CSS offers the means to personalize all visual elements of a
website, encompassing typography, color palettes, layouts, and element placement.
CSS variables and preprocessors such as Sass or LESS enhance the manageability
of theming, enabling dynamic theme change and customization of styles specific to
a brand [140].

ASP.NET serves as the foundational and operational framework for a web appli-
cation, while CSS adds visual appeal and interactive elements to it. By fully using
CSS, ASP.NET developers can guarantee that their apps are distinctive, providing
exceptional performance and an unforgettable user experience [141].

Bootstrap

ASP.NET seamlessly integrates with Bootstrap, a leading front-end framework that
prioritizes mobile-first and responsive design. The compatibility of Bootstrap with
ASP.NET applications allows developers to integrate the functionality of Microsoft’s
strong backend framework with the visually appealing front-end components of
Bootstrap. ASP.NET’s MVC views or Razor Pages may seamlessly integrate Boot-
strap’s classes and components, hence enhancing the efficiency and uniformity of
the design process [142].

In the modern era of technology, individuals utilize a wide range of devices to
access online applications, each possessing different dimensions for their screens.
The 12-column grid design of Bootstrap is advantageous for ASP.NET developers.
It offers a user-friendly method to design layouts that effortlessly adjust to different
devices such as desktops, tablets, and smartphones. This guarantees that customers
will have the best possible viewing experience, regardless of the platform they are
using [143].

Bootstrap’s notable feature is its comprehensive collection of pre-styled compo-
nents, which enhances efficiency. ASP.NET developers have access to a variety of
features, such as navigation bars, carousels, modals, and alert boxes, which not only
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improve functionality but also comply with contemporary design principles. This
significantly decreases the amount of time spent on development, as developers do
not need to create each part from the beginning [144].

Although Bootstrap provides a pre-set theme, it is very adaptable to align with
the visual guidelines of any business. This can be advantageous for ASP.NET apps,
which are frequently employed in enterprise settings. Developers can align the vi-
sual appearance of the ASP.NET application with the organization’s branding by
modifying Bootstrap’s variables and leveraging its SCSS compilation [145].

The integration of Bootstrap with ASP.NET applications represents a fusion of
powerful backend features with a modern, adaptable frontend. With the ongoing
evolution of the digital world, the synergy between different elements guarantees
that ASP.NET apps are able to work effectively and provide visually appealing ex-
periences. This allows them to accommodate to a wide range of users with different
device preferences.

JavaScript

The basic objective of contemporary web design is to generate interactive and
dynamic user experiences. ASP.NET offers a strong backend framework, while
JavaScript enhances the frontend, giving web applications a responsive and dynamic
feel. JavaScript enables real-time manipulation of the Document Object Model
(DOM), facilitating instant feedback, animated transitions, and dynamic content
updates without the need for a complete page reload [146].

JavaScript integration greatly enhances the functionality of numerous ASP.NET
controllers. Validation controls in ASP.NET can be augmented by employing JavaScript
to offer immediate client-side validation feedback prior to server-side validation. This
enhances the user experience by minimizing superfluous server requests, resulting in
a more seamless interaction.

The AJAX toolbox in ASP.NET relies heavily on JavaScript. AJAX facilitates
incremental updates to web pages, enabling targeted sections of a page to retrieve or
transmit data without the need to reload the full page. JavaScript collaborates with
AJAX to initiate these requests and refresh the Document Object Model (DOM)
with the updated data, enhancing the responsiveness and smoothness of web appli-
cations [147] [148].

The extensive ecosystem of JavaScript, comprising tools like as jQuery and frame-
works like Angular and React, presents immense opportunities for ASP.NET devel-
opers. For example, jQuery, with its succinct and user-friendly API, may streamline
intricate JavaScript activities, such as manipulating the DOM or making AJAX
queries. Conversely, combining ASP.NET with frameworks like as React can yield
Single Page Application (SPA) experiences that are rapid, reactive, and offer a user
experience reminiscent to native applications [149].

In addition to its functional capabilities, JavaScript contributes to the visual en-
hancement of ASP.NET applications. Seamless animations, transitional effects, or
even intricate animations utilizing libraries such as GSAP can be incorporated. De-
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velopers can create engaging visual stories by using animated cues and transitions
to guide users through an application.

Although CSS media queries are effective for handling most responsive design
chores, JavaScript can provide more sophisticated adaptive functionality. JavaScript
has the ability to load certain scripts, dynamically adjust content, and reorganize
DOM elements to improve mobile responsiveness, depending on the user’s device or
browser capabilities [150].

JavaScript’s purpose in ASP.NET applications goes beyond providing basic func-
tionality; it aims to enhance the user experience. By combining the robust server-
side capabilities of ASP.NET with the dynamic client-side features of JavaScript,
developers can create online applications that are not only robust and scalable, but
also interactive, captivating, and visually impressive.

jQuery

jQuery has long been a staple in the development toolkit for enhancing client-side
scripting and interactivity in web applications, and its integration within ASP.NET
MVC 5 applications is a testament to its enduring utility and effectiveness. ASP.NET
MVC 5, with its emphasis on separation of concerns, testability, and maintainability
through its model-view-controller architecture, provides a robust server-side frame-
work, while jQuery complements this by offering a powerful client-side scripting
library that simplifies HTML document traversing, event handling, animating, and
Ajax interactions [151].

In the context of ASP.NET MVC 5, jQuery is commonly used to enrich the user in-
terface and user experience without complicating the server-side logic. For instance,
developers often leverage jQuery to dynamically update views with data returned
from server-side controller actions using Ajax. This is facilitated by jQuery’s Ajax
methods, which can be used to perform asynchronous HTTP requests to MVC
controller actions. These actions can return data in various formats, including
JSON, which jQuery can easily parse and use to update the Document Object
Model (DOM) on the client side, creating seamless partial-page updates [125].

jQuery UI, which is a curated set of user interface interactions, effects, widgets,
and themes built on top of the jQuery JavaScript Library, can be integrated into
ASP.NET MVC 5 applications. This extends the functionality with ready-to-use
components that are also themable, ensuring consistency and a professional look
and feel across the application. Whether it’s date pickers, dialog boxes, sliders, or
autocompletes, jQuery Ul provides a quick and easy way to make MVC views more
interactive and responsive to user input.

Validation is another area where jQuery shines in conjunction with ASP.NET
MVC 5. While MVC provides server-side validation based on model annotations,
jQuery Validation can be utilized for immediate, client-side validation, offering feed-
back to the user before they submit a form. This creates a more responsive and
efficient user experience, as errors can be corrected instantly without the need for a
round trip to the server.
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4.3 IDES and Tools

Within the complex realm of predictive learning analytics, the selection of inte-
grated development environments (IDEs) and tools is of utmost importance. They
are essential to the development process, enabling tasks such as coding and testing,
and guaranteeing that the final product is both strong and efficient. Due to the
complex nature of the system, a variety of specialist tools were utilized, with each
tool selected based on its specific capabilities and the particular benefits it provided
to the project.

Visual Studio

To begin developing the MVC application, it was necessary to have a diverse and
complete environment. Visual Studio offers a wide range of features and function-
alities. By using specialized tools designed for ASP.NET development, the tasks
of constructing, testing, and debugging have been made more efficient and simpli-
fied. The IntelliSense function, with its real-time code suggestions, proved to be
extremely beneficial by minimizing potential errors and significantly accelerating
the development process.

The smooth incorporation with SQL Server allowed for direct management of
database activities from within the IDE. This not only accelerated the develop-
ment process but also guaranteed that any modifications made to the database were
promptly incorporated into the application’s logic.

Visual Studio Code

Visual Studio Code (VS Code) has become an essential tool for scripting and do-
ing minor operations that are crucial in the predictive analytics pipeline. In the
field of predictive learning analytics, it is essential to possess tools that facilitate
quick prototyping and prompt modifications, particularly when working with data
scripts. The conversion of JSON data to CSV was accomplished by utilizing Python
scripts created in VS Code. The editor’s extensive range of extensions, particularly
those designed for Python, were smoothly incorporated with the pandas library,
guaranteeing efficient data translation. The IntelliSense feature, which is an auto-
completion tool in VS Code, aided in detecting and correcting any inconsistencies
in the script, hence minimizing the time spent on debugging and assuring smooth
data integration into the analytics system.

Postman
Postman played a crucial role as an essential partner in the complex exchange of
data between the predictive learning analytics system and the TUC server. Post-

man facilitated API development by providing developers with a full set of tools to
create, send, and analyze HT'TP requests within a controlled environment. Postman
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extensively verified the stability and performance of each API endpoint by simulat-
ing the various interactions that would occur between the analytics system and the
server. The guarantee that API queries were carried out accurately ensured that the
data flow, which is crucial for the system’s predictive capabilities, remained reliable
and unwavering. The thorough testing conducted by Postman had a crucial role
in preserving the reliability of the system, ensuring that the prediction results were
derived from accurate and flawless data exchanges.

Postman’s function went beyond simple API testing. It allowed for the devel-
opment of automated tests and the organization of request collections that could
replicate complete sequences of real-world data interaction. The system’s resilience
was extensively evaluated before to deployment due to its capability to reproduce
diverse scenarios, including high-load circumstances and edge cases. The readiness
was crucial in guaranteeing that, once activated, the analytics system could effec-
tively manage the intricacies of real-time data with unmatched skill. The role of
Postman in facilitating this level of preparedness is of utmost importance. It en-
sured that the TUC server’s responses consistently met the strict standards set by
the developers, ultimately supporting the success of the predictive learning analytics
system by establishing a reliable foundation for data communication.

Microsoft SQL Server

Microsoft SQL Server plays a fundamental role in the field of predictive analytics by
providing strong data management capabilities that are essential for processing large
amounts of educational data. SQL Server is highly proficient at safely storing huge
datasets and efficiently retrieving data using its advanced querying engine, making
it a reliable foundation for data storage. Its function goes beyond simple storage; it
actively participates in the analytical workflow, facilitating the processing and anal-
ysis of data within the database environment. This is especially advantageous for
real-time predictive analytics, where prompt availability and manipulation of data
are essential for informing fast decision-making [152].

The architecture of SQL Server is specifically built to be scalable, enabling the
system to easily accommodate the increasing demands of predictive analytics in the
field of education. SQL Server has the ability to dynamically adjust its capacity
to handle higher demand when more student data, performance indicators, and
interaction logs are accumulated. In addition, the performance optimization features
of the platform are crucial for executing queries quickly, resulting in reduced latency
and improved responsiveness of the predictive analytics system. The scalability of
SQL Server guarantees that it can handle increasingly complicated predictive models
and larger data volumes without any decline in performance, ensuring consistent
computing capability.

SQL Server offers a comprehensive set of tools that facilitate the creation and man-
agement of predictive analytics systems. Integration services facilitate the smooth
transfer of data between SQL Server and other applications, while Analysis Services
provide advanced data mining and multidimensional data analysis functionalities.
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Reporting services strengthen the system by allowing the generation and delivery
of comprehensive reports, which may be utilized to visualize patterns and update
stakeholders. These qualities collectively establish SQL Server as an essential ele-
ment in the predictive analytics architecture. It guarantees the accuracy of data,
enables thorough analysis, and empowers educational institutions with valuable in-
sights to promote student achievement.

GitHub

GitHub serves as a stronghold for cooperative coding projects, effortlessly integrating
with programming platforms such as Visual Studio to offer a streamlined workflow
for developers. It serves as a centralized repository, enabling teams to collaborate
on projects from any location worldwide. Each commit functions as a progressive
advancement, similar to a time-stamped contribution that takes a picture of the cur-
rent state of progress. GitHub augments the capabilities of Visual Studio by offering
an intuitive interface and strong functionality. It equips developers with tools for
managing source code and controlling access, thereby simplifying the management
of intricate projects and the merging of changes from various contributors without
causing conflicts [153].

Visual Studio offers seamless interaction with GitHub through extensions and na-
tive support, enabling developers to effortlessly retrieve and upload code from repos-
itories right within the integrated development environment (IDE). This integration
streamlines the development process by obviating the necessity to alternate between
tools, hence enhancing the efficiency of code collaboration. The development cycle
incorporates version control, allowing developers to monitor modifications, revert
to earlier stages, and examine the progression of their code base within the Visual
Studio environment. Furthermore, it streamlines the process of integrating and de-
ploying pipelines, allowing for automated testing and deployment. This is crucial
for preserving the accuracy and reliability of predictive analytics models in real-time
applications.

GitHub’s issue-tracking and project management capabilities enhance the devel-
opment process in Visual Studio, creating a unified ecosystem for managing project
activities. Developers have the ability to refer to changes, pull requests, and even
automate tasks within Visual Studio, which improves productivity. In the context
of predictive analytics systems, this implies that data scientists and developers can
collaborate more efficiently, monitoring the integration of new models and trou-
bleshooting efforts as an integral component of their development process. The
integration of GitHub with Visual Studio is not only convenient but also a valuable
asset in the intricate and iterative process of constructing and enhancing predictive
learning analytics systems.
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4.4 Dataset Preparation

Careful data preparation is the bedrock of any intelligent analysis performed in the
field of predictive learning analytics. This prospective method makes use of both
historical and real-time data to foresee patterns and trends in the future of education.
By providing a window into probable future scenarios, predictive learning analytics
helps educators and institutions make well-informed decisions in the present.

The complexity of the data for this project is enormous. Initially, it was difficult
to manage and navigate the massive dataset because it was split up into 16 sepa-
rate tables. CSV data collected through API calls was used to populate 13 of these
tables. The’student’ table is the main focus of this data mosaic. It is the backbone,
storing vital identifiers that allow for a detailed look into each student’s academic
background. The "Student ID’ and ’StudentUID’ in particular function like finger-
prints, allowing for in-depth tracking and profiling of each student’s development
over time.

The student table is the focus of this article, but the other tables play impor-
tant functions as well. For example, the 'StudentTopic’ and "Topic’ tables reveal
interesting information about students’ interests and required coursework. The "Stu-
dentARSTest’ table provides insight into evaluation measures, while the ’Semester’
table arranges information chronologically, differentiating between the summer and
winter terms. Student data must be contextualized with the corresponding academic
time in many prediction studies. This multi-level data analysis yields forecasts that
are both nuanced and applicable.

Three main components strengthen the data ecosystem. The evaluation results
are broken down into two categories in the ARS module. With its four unique
parts, the Self Test provides a thorough examination of pupils’ capacity for self-
assessment. However, the ’StudentTopicWeight’ table helps the Topic Recommender
stand out from the crowd. As a starting point for developing predictive algorithms,
this table records the importance that individual students assign to various subjects.
Algorithms like these can be used to guide students toward additional courses and
areas of interest.

The final product of this work is not only an advanced analytics platform but also a
strategy for reshaping the field of education. The system delivers a multidimensional
perspective of student trajectories by combining various data inputs. The end goal
is to provide teachers with useful information that will allow them to develop unique
approaches to instruction. Because of this, students are more likely to be actively
involved in and benefit from their education because it is designed just for them.

4.5 Perform Analysis

To improve educational outcomes through analytics, I began my research by estab-
lishing a solid groundwork with Descriptive Learning Analytics. The initial part was
crucial for gaining a comprehensive understanding of the current academic environ-
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ment and establishing the foundation for the more advanced, predictive aspects of
my research. In order to achieve this objective, a painstaking effort was made to
build a set of dashboards, largely in tabular formats, with the purpose of presenting
student data in a concise manner. These dashboards functioned as a centralized lo-
cation for educators to quickly review and understand different student indicators.
The students’ information was meticulously recorded using a distinct combination of
StudentID and Semester, guaranteeing flawless data organization and ease of access.

The dashboard provided a comprehensive level of detail, including several aspects
of student performance and interaction. These included Test ID, Overall Predic-
tion, Presentation Prediction, and Report Prediction, as well as a thorough analysis
of Test Details, Topic Weight Data, Selected Topic, and Score. This detailed por-
trayal was crucial in assessing the advancement and effectiveness of the descriptive
analytics implemented up to this point.

The dashboard served as more than just a display of information. It played
a crucial role in connecting descriptive analysis with predictive capabilities. The
forecast data was intricately woven together using many components such as the
ARS, Self-test, and Topic Recommender Test. The ARS and Self-test results played
a crucial role, serving as the foundation for the entire predictive model.

An important advancement in the system was its enhanced capacity to accurately
identify and distinguish between distinct student subgroups based on their ARS test
results. Once this identification was established, the predictive algorithm focused
specifically on the Self-test data, enhancing the precision and thoroughness of the
overall forecast.

Expanding on this descriptive foundation, we incorporated advanced machine-
learning models into the situation. The models underwent training using historical
data, skillfully detecting patterns in descriptive analytics, and using these insights to
make informed predictions about future trends. Each student engagement, including
ARS assessments and Self-tests, was carefully examined to gather information for
the models.

The meticulous procedure of model evaluation entailed ongoing improvement and
verification using fresh student data streams. The main emphasis was on the detailed
ARS classifications, guaranteeing that the forecasts were not merely generalizations
but rather customized insights that accurately represented the complexities of each
subgroup within the student population.

The predictive analytics solution possesses remarkable adaptability, allowing it
to provide instantaneous insights into student performance and propose possible
interventions. The system’s flexibility guarantees its continued relevance, providing
customized assistance as educational situations change.

Ultimately, the combination of descriptive analytics and advanced predictive al-
gorithms has resulted in a strong system that serves as evidence of the effectiveness
of data-driven decision-making in the field of education. My goal is to provide edu-
cators and academic institutions with a powerful set of tools that can show complex
data in a clear and understandable way. This will enable them to actively improve
their students’ educational experience with foresight and accuracy.
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4.6 Visualize Analysis

To effectively transform massive amounts of data into useful insights, a predictive
learning analytics system must incorporate visual analytics. The system instinc-
tively understands patterns and trends in academic achievement by combining rich,
interactive visualizations such as heat maps, line graphs, or progress dashboards. A
heat map could identify areas that need attention based on prediction ratings, while
a line graph could show a student’s journey across multiple competencies over time.
These visual tools not only make the analysis more accessible but also generate an
interesting and insightful way to evaluate progress, anticipate obstacles, and modify
instructional strategies accordingly.

4.6.1 Login Pannel

The Login Panel serves as a pivotal gateway for users to access the Predictive Learn-
ing Analytics system. The design is carefully constructed, with a strong emphasis
on minimalism to ensure that consumers’ major attention is on the login procedure.
This design decision intentionally minimizes cognitive burden, guaranteeing that
users can quickly and effectively engage with the system.

The panel contains a responsive design, which is emphasized by the inclusion of
meta elements such as a viewport. This ensures that the interface can easily adjust
to various device screen sizes, spanning from desktop computers to mobile devices.
The ability to adapt is crucial in the current interconnected digital age, given the
diverse range of gadgets that consumers may utilize.

The Login Panel demonstrates a consistent theme approach from a visual perspec-
tive. The application utilizes a specified color scheme, specifically incorporating the
color black and the distinct hue indicated by the RGB values (159, 189, 153). The
uniformity not only provides a visually pleasant experience but also gives consumers
a feeling of familiarity with each login attempt.

An exceptional feature that prioritizes the user is the inclusion of Glyphicons posi-
tioned alongside the input fields, symbolizing the user and lock icons. These symbols
serve as visual cues, instinctively directing users regarding the necessary input for
each corresponding field. In addition, the system’s feedback systems, represented by
validation messages such as @Html.ValidationMessageFor, offer immediate feedback
regarding any input abnormalities. This immediate response guarantees a simpli-
fied login procedure and an enhanced user experience. Furthermore, the centralized
notification system, represented by @ViewBag.Message, provides a channel for im-
portant messages or potential error alarms, enhancing communication between the
user and the system.

Custom CSS styles are used to achieve personalization in the panel’s appearance.
The unique touch of this website is enhanced by features such as the distinct color
of the navigation bar, as exemplified by nav mainNav, and the customized backdrop
adjustments in the header area. The integration of scripts such as jQuery, Bootstrap,
and particular easing scripts has improved its interactivity. They not only enhance
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dynamic user interactions but also improve the general usability and smoothness of
the panel.

4.6.2 Layout Design

The layout design showcases a streamlined and intuitive dashboard interface, specifi-
cally designed to enhance data visualization and effortless navigation across different
program functionalities. By employing both a prominent top navigation and a dedi-
cated sidebar, this design guarantees swift access to crucial features while optimizing
the available area for displaying content.

Header and Metadata

The layout commences with important metadata, guaranteeing the proper display of
the web page on diverse devices. The key components comprise the charset, which
guarantees the right display of text, and viewport settings that are customized for
both mobile and desktop views. Furthermore, the use of canonical links and meta
descriptions in SEO indicates a strong emphasis on achieving high visibility on search
engines. Including external links to icons and favicon guarantees that the platform
may be readily recognized on web browsers and mobile home screens.

Top Navigation (Navbar)

The top navigation, sometimes known as the “navbar,” is a key element of the
design. It is a characteristic component of contemporary web applications, pro-
viding users with expedient access to essential functionalities. Significantly, this
navigation bar is specifically engineered to be responsive, meaning it adjusts its ap-
pearance depending on the width of the device’s screen. A button is available to
either reduce or disclose the side navigation, showcasing a design that is mindful of
the user experience. This functionality is vital in data visualization scenarios where
it is critical to maximize screen area for graphs or charts.

Side Navigation (Sidebar)

On the left side, the design incorporates a sidebar, which is a frequently used com-
ponent in dashboards, particularly in situations involving data visualization. It
is frequently employed for the purpose of navigating between distinct sections or
databases. In this specific design, the sidebar seems to be designed for user profiles,
featuring a portion that showcases the individual’s photo and name. Dropdown
menus provide users with extra options, such as the ability to log out. This implies
that the platform may include personalized data or visual representations for indi-
vidual users.

Main Content Area (Main Panel)
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The primary panel functions as the surface on which content is shown. The de-
sign of the interface, with its generous padding and prominent top margin, appears
to be tailored for the clear presentation of data. In the realm of visual data pro-
cessing, this space is of utmost importance. It is the place where charts, graphs, or
datasets are shown. The user’s emphasis will be largely directed here, emphasizing
the need to maintain a clean and focused design.

4.6.3 Dashboard Design

The Predictive Learning Analytics System is becoming increasingly crucial as ed-
ucational institutions delve further into the domain of data-driven insights. PLAS
provides a seamless combination of ease of use, user engagement, and comprehensive
features, specifically designed to meet the specific requirements of educators and ad-
ministrators. Let us examine the fundamental design characteristics that emphasize
its intelligence and focus on the needs of the user.

The Art of Tabular Display

The PLAS dashboard prominently features a table that presents student data in
a structured and systematic manner. The rows neatly organize each student’s data,
while the columns classify various parameters, providing a comprehensive summary
with just a quick look. However, the true excellence resides in the interactive nature
of specific columns. These interactive elements, distinguished by a user-friendly
blue color, function as gateways to a more profound realm of knowledge. Upon
engagement, they expand to reveal a more intricate perspective, providing a multi-
dimensional exploration encounter. Therefore, educators have the ability to effort-
lessly transition between comprehensive perspectives and in-depth examinations.

The Color Palette

Upon closer examination of the PLAS dashboard, one can observe a well-considered
color scheme. The utilization of the forest-green color for table headers has a pur-
pose beyond just aesthetic enhancement. It clearly defines sections and directs
users, ensuring that the main data categories are easily noticeable. Furthermore,
the selection of blue for interactive data is a brilliant move. Blue, a color commonly
associated with web design, serves as a visual cue for interactivity and encourages
users to delve further into the content, effortlessly leading them toward a more ex-
tensive exploration of data.

Pie Chart Prowess

The pie chart is strategically placed at the top of the dashboard, serving as a visual
guide. By categorizing student performance into three distinct groups - Brilliant,
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Average, and Poor - it offers a quick overview of the class’s performance dynamics.
This visualization enables educators to assess the general well-being of the class
and identify specific areas that may require targeted interventions. In the context
of predictive analytics, immediate visual feedback is extremely significant since it
allows educators to develop proactive solutions.

Customized Search

The personalized search bar is the central feature of the PLAS dashboard. In ad-
dition to basic search functions, it provides criteria-driven exploration, enabling
instructors to precisely identify particular sections of material. Whether one wishes
to scrutinize performance data based on academic disciplines, timeframes, or other
criteria, the search bar supports it all. Within the broader framework of predic-
tive analytics, this guarantees that no valuable information is overlooked and that
instructors may efficiently utilize every subtle detail of the data.
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This part provides a thorough analysis and evaluation of the predictive learning ana-
lytics system, with a specific emphasis on its ability to forecast student achievement.
The talk begins by explaining how the system’s predictive features enable pupils to
preview their potential scores. The capacity to predict forthcoming events empowers
learners to assess and adjust their study techniques correspondingly. Next, we will
thoroughly assess the effectiveness of the system by comparing its prediction scores
with the actual grades that students achieve. This comparison seeks to evaluate the
system’s capacity to forecast student outcomes and its efficacy in guiding students
to prioritize particular areas within their academic work or assessments that may
require further attention.

5.1 Findings with PLA

This part explores a sophisticated analytical system that has been carefully crafted
for teaching purposes. The system comprises two essential elements: “Student
Records with Test Results” and “Prediction.” These components serve as crucial
tools for instructors to obtain useful insights into student performance and advance-
ment.

Student Records with Test Results

The analysis of the “Student Records with Test Results” begins by recognizing
its advanced tabular format. This tableau is skillfully designed to provide a com-
prehensive overview of student-related information. This table contains essential
columns, each representing a distinct aspect of the student profile. The columns
in the table consist of the following information: “Semester” which indicates the
academic cycle; “UID” which represents the Unique Identifier; “ID No” which is
an additional proprietary identification number; “Firstname” and “Surname” which
provide the student’s given and family names; “Email” which allows for direct elec-
tronic communication; “ARS” which could refer to an academic rating system or
attendance record; “Self-Test” which documents individual assessments completed
by the students; “Topic Recommender” which likely suggests subjects for further
study; and “Achieved Grade” which records the final academic performance metric.
This systematic method guarantees that all parties involved are provided with a
comprehensive range of relevant data regarding student performance and involve-
ment.
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Figure 5.1: Prediction Dashboard of Students

The term “Semester” specifically refers to the academic period in which a student
is enrolled. It is important to note that a student can only enroll in a semester once.
The “UID” (Universally Unique Identifier) is a unique 32-character alphanumeric
identifier that guarantees complete uniqueness for every student. Meanwhile, the
simple and direct term “ID No” functions as a readily memorable numerical identity
for students.

The “ARS” and “Self-Test” columns record scores obtained from the Audience
Response System and Self-Tests, respectively, indicating a student’s performance in
these evaluations. Furthermore, the term “Topic Recommender” refers to the scores
obtained by a calculation carried out using the “studentTopicWeightCalculation”
table in the database. These scores offer a thorough summary of a student’s aca-
demic history. Upon logging into the student panel, students will have access to the
following information.

At the top of the interface, there is a search option that may be customized to
a considerable degree. This functionality enables users to access data based on
semester number, student 1D, and student UID, providing a comprehensive picture
of students and their associated records.
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Email: sn13.In13@tu-chemnitz.de

MatrikelNumber: 100013

Figure 5.2: Student personal information page

By referencing Figure 5.2, students gain access to a comprehensive view of their
individualized personal information. To enhance its adaptability, further customiza-
tion options can be integrated, allowing for a more nuanced and detailed represen-
tation.

Prediction

The second component of this analytical system is the “Prediction result of stu-
dents,” which offers a comprehensive view of students’ predictive performance. This
facet is thoughtfully presented through a table that encompasses vital columns, in-
cluding “StudentUID,” “ID,” “Semester,” “Overall Prediction Result,” “Prediction
in ARS,” “SelfTest,” and “Achieved Result.”

What sets this component apart is its interactivity. Most of the columns within
this table are clickable, providing users with a dynamic and engaging experience.
Let’s explore its functionalities in detail.

One of the standout features of this system is the categorization of students’ per-
formance into three distinct statuses: “Excellent,” “Average,” and “Risk.” Each
status provides a nuanced understanding of a student’s performance level. “Excel-
lent” signifies exceptional results, indicating a strong academic performance. In con-
trast, “Average” suggests moderate achievement, representing students with mid-
level scores. The “Risk” status serves as a crucial indicator, signaling students
who may be in a precarious academic position, potentially requiring intervention or
additional support.
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Figure 5.3: Customize Pie chart for prediction

Clicking on any of these status buttons offers users the opportunity to delve deeper
into students’ performance. For instance, selecting “Overall Prediction” allows users
to access detailed information, including the specific marks obtained by students.
Similarly, clicking on “Achieved Result” provides a comprehensive breakdown of
individual performance.

Users can also access “Topic Recommender Marks” from this interface, enhancing
their ability to assess and guide students effectively.

The system further enhances the user experience by incorporating a powerful
search feature. Users can seamlessly search for specific data by entering their
semester ID and student UID. This search functionality streamlines information
retrieval, providing quick access to relevant student data.

.............

Figure 5.4: Student personal prediction dashboard

At the top of the interface, users are presented with two pivotal options: “Predic-
tion” and “Calculate Topic Weight.” Clicking on “Prediction” triggers the system to
regenerate predictions based on the latest data, ensuring that educators are equipped
with the most up-to-date insights into student performance. A similar approach is
taken for “Topic Weight calculations,” emphasizing the system’s commitment to
accuracy and relevance.
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The centerpiece of the analytical interface is the elegantly integrated, customizable
pie chart that commands attention at the zenith of the user display. This graphic is
not merely illustrative but analytical, distilling complex predictions into an accessi-
ble tripartite categorization: “Brilliant,” “Average,” and “At Risk.” Each segment
of the pie chart is quantified with exacting precision, delineating the percentage of
students encompassed within each classification. Uniquely adaptable, the chart af-
fords users the option to selectively exhibit the distribution for singular, dual, or an
aggregate of categories. Such a dynamic tool is invaluable, for it provides educators
with a swift, yet nuanced, synthesis of predictive student performance data, thereby
fulfilling the principal objective of this sophisticated analytical instrument.

5.2 Evaluation

The analytical results have been evaluated with the students’ actual grades for the
semester, providing a measure of the predictive system’s accuracy in anticipating
students’ ongoing academic achievement in tests. This study aims to confirm the
effectiveness of predictive learning analytics in predicting student successes through-
out their educational journey.

In order to carry out the evaluation, the analysis was restricted to students who
were present in both the final test dataset used by the analytical system and the
actual grade dataset provided by the university. The actual grade is calculated from

the following table.

= Properties
& 1D
& Student_ID
# Semester_ID
& Type
# Nr_Pages
& Deadline
K Category
& Sub_Category
& Weight
# Points
K Extral
H Extra2

= Navigation Properties
I

Figure 5.5: Actually grading calculation dataset

The “Type” field specifies the presentation and report test. First, the presentation
score is calculated by the teachers. There are two teachers who evaluated the score
of the presentation. The 5.1 formula is used to find the score of the presentation.

2.(PP)
NT

Presentation_Score = (5.1)
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where, PP=Presentation Point, NT= Number of tutors.
In this test module, two teachers evaluate the presentation score so, NT=2.
In terms of finding the score of reports, the 5.2 formula is used.

Report_Score = Z(RP) (5.2)

Where RP=Report Points. Now we have the presentation score and report score.
so the actual grade will be

Actul_Grade = (Presentation_Score+Report_Score) (5.3)

For comparing the actual grade with the prediction score, the following formula
is used to find the prediction score

(ARS Score+Self Test Score +Topic Recommender Score )
3

Prediction_Score =

(5.4)
Under the presumption of an ideal set of circumstances, the application of Equa-
tion 5.4 stands as the definitive computational strategy. However, the actual land-
scape may diverge from this ideal. For instance, certain students may exclusively
engage with the Audience Response System (ARS), necessitating a predictive anal-
ysis solely grounded in ARS data. Conversely, predictions might pivot to rely on
self-assessment scores when ARS participation and TR are absent. In cases where
students abstain from both ARS and self-administered tests, the Topic Recom-
mender’s data becomes the cornerstone for generating predictive insights. Thus,
the adaptability of our predictive model is critical to accommodate the multifaceted
nature of student engagement and performance metrics.

Semester ID | Matriculation No | Prediction (%) | Actual Grade (%)
SS_2020 100125 45 43
WS_2021 100154 35 30
WS_2021 100321 28 35
SS_ 2022, 100487 43 39

Table 5.1: Actual grade and prediction score comparison

Grades have been computed for each student and for each academic term. Sub-
sequently, we constructed a table, such as Table 5.1, to compare these ratings. This
table demonstrates the tight correlation between the scores generated by our algo-
rithm and the actual grades received by students. There is a slight discrepancy of
approximately plus or minus 5 points in the scores generated by our system, maybe
due to minor errors. Despite this slight disparity, the data indicates that our system
is effectively monitoring students’ performance on tests. Within this table, we ex-
amined two distinct scenarios due to the absence of data for the optimal situation.
This demonstrates the efficacy of our method in practical scenarios, rather than
solely under ideal conditions.
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Predictive learning analytics is a powerful and future-oriented method in the field of
education that aims to improve educational outcomes. Predictive learning analytics
can offer educators, school leaders, and students important insights and feedback
by gathering and analyzing data from several sources such as online environments,
learning management systems, and various educational technologies. This technol-
ogy not only assesses present educational performance but also predicts future learn-
ing results, facilitating a proactive approach to pedagogical planning and tailored
student support.

6.1 Thesis Summary

In the introductory chapter, I established the basis by analyzing the wide range of
learning analytics, focusing specifically on the predictive elements of these systems.
In this analysis, I thoroughly examined the elements and capabilities of predictive
learning analytics, providing a comprehensive perspective that extends beyond a
simple description to embrace the possible influence of the system on educational
results. This introduction not only familiarizes readers with the area but also pre-
pares them for the intricate conversations that will ensue.

Upon reaching the chapter titled “State of the Art,” I carefully selected and
examined the most prominent research efforts in predictive learning analytics. This
extensive evaluation surpassed a simple enumeration; it amalgamated the discoveries
and approaches of prominent research to depict a dynamic portrayal of the field’s
development and its path toward more sophisticated forecasting mechanisms.

The story became more complex in the chapter that explained my Proposed
Model. Here, I carefully analyzed and broke down the elements of my prediction
model, explaining each component using thorough diagrams and flowcharts. This
talk revealed the algorithmic heartbeat of the model, demonstrating how it meticu-
lously combines data points to accurately predict educational results.

The methodology was carefully analyzed, emphasizing the practical situations
that the prediction model attempted to tackle. I guided the reader through the en-
tire data lifecycle, starting from its inception and concluding with its conversion into
predicted insights. I highlighted the deliberate approach involved in the selection
and analysis of data. The discussion on data visualization highlighted the creative
methods used to transform intricate predictive data into easily understandable for-
mats for end-users.
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The “Implementation” chapter shifted the discussion from theoretical to practi-
cal science, providing a thorough explanation of the precise procedures employed
to bring the predictive model into existence. The text documented the difficulties
and successes of the development process, providing a detailed depiction of the pro-
gression from idea to operational system. I also discussed the selection of particular
technologies and provided reasons for incorporating them into the architecture of
the predictive system. This chapter presented not only a compilation of tools but
also a justification for each selection, based on their capacity to improve the system’s
resilience and dependability.

My research reached its conclusion with the “Results and Evaluation” chapter,
where I critically analyzed the performance of the prediction system. I outlined the
meticulous process of validation, employing a comparison approach to assess the
accuracy of the system’s predictions by comparing them to real-world results. This
study not only confirmed the system’s precision but also emphasized its capacity to
transform educational diagnostics and interventions. This thorough analysis solidi-
fied my research as an innovative endeavor that combines theoretical expertise with
practical effectiveness, providing a valuable addition to the educational technology
toolkit.

Advantages and Shortcomings

The Predictive Learning Analytics system offers a pioneering method in education
by utilizing data to customize learning experiences. The predictive capability of this
system ensures that every student receives a tailored educational experience, hence
enhancing the efficacy of teaching methods and resources.

The PLA method enables educators to identify kids who are at risk of underper-
forming in a preventative manner. Early detection enables prompt interventions, of-
fering assistance where it is most necessary and aiding in the prevention of dropouts
or failures. The system’s prognostic insights regarding student involvement and mo-
tivation additionally enhance a more dynamic and responsive learning environment.

The PLA system offers operational advantages that also enhance administrative
efficiency. The automation of specific duties allows educators to focus on the human
elements of education, such as mentorship and direct student connection, while guar-
anteeing that administrative chores are executed with higher precision and reduced
effort.

The PLA system facilitates a feedback loop in which students and educators
obtain prompt and practical suggestions. This iterative improvement process cul-
tivates a milieu of advancement and maturation, whereby students possess a lucid
comprehension of their progress and areas requiring further development.

The PLA system’s scalability allows its benefits to extend beyond a single class-
room or institution. It can be implemented in many educational environments,
allowing advanced learning analytics to be available to a wider range of people and
fostering an inclusive educational environment that supports all learners equally.

The effectiveness of a predictive learning analytics system is strongly dependent
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on the accessibility and accuracy of data. In the absence of a comprehensive dataset,
the prediction process may be disturbed, resulting in possible mistakes or incomplete
analyses. Although this system is advanced, it has difficulties when there is a lack of
data or when the available data does not accurately reflect current trends. This can
lead to biased forecast outcomes and undermine the dependability of its findings.
It is essential to provide uninterrupted availability of accurate and current data in
order to uphold the system’s ability to accurately predict and remain relevant in the
ever-changing field of education.

Reflective Insights and Societal Implications

Upon contemplation, this research emphasizes the dualistic nature of PLA as both a
technological advancement and a precursor to individualized education. The broader
societal ramifications of this are significant since it provides a way to address edu-
cational inequalities and introduce a more inclusive era of individualized learning.

Interdisciplinary Connections

The interdisciplinary nature of PLA has the potential to stimulate progress in the
fields of psychology and sociology, by providing valuable insights for supporting in-
terventions and fair educational methods. The process of cross-pollination can result
in a comprehensive and interconnected enhancement in schooling.

all to Action

As the area advances, I promote a collaborative mindset among educators, technol-
ogists, and politicians to support the ethical development of PLA. It is essential to
strike a delicate equilibrium between fostering innovation and safeguarding privacy.
This will ensure that PLA remains a shining example of an educational institution
that promotes inclusivity, fairness, and respect.

6.2 Limitation and Future Work

Looking ahead, I aim to augment the predictive learning analytics system by in-
tegrating state-of-the-art technologies. This includes transitioning from ASP.NET
MVC 5 to the more modern .NET Core Web API 8, providing a more robust, effi-
cient, and versatile framework to enhance the system’s performance and scalability.

The current data retrieval method, involving a separate Python program using
panda’s library, will be optimized by incorporating the TUC data API directly
into the .NET Core application. This integration is expected to streamline the
data handling process, enabling a more seamless retrieval, analysis, and prediction
workflow within a unified environment.

Previously, our data interaction scope was limited due to data privacy concerns. I
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anticipate that advancements in data privacy will permit the use of a larger dataset,
thereby increasing the precision of our system’s predictions.

My goal is to employ a client-side framework like Angular to create a highly
dynamic and interactive user experience for the prediction dashboard. This update
will enhance user experience and provide more intuitive access to predictive insights,
making the system more accessible and actionable for instructors and students.

The amalgamation of these technological enhancements and improved data prac-
tices will facilitate the development of a predictive learning analytics system that is
both more advanced and user-friendly while adhering to the ethical standards and
privacy protocols required in today’s digital era.

92



Bibliography

1]

[10]

[11]

SNOLA, Apr  2020. URL  https://snola.es/2018/02/21/
learning-analytics-2018-updated-perspective/.

URL https://researchguides.drake.edu/c.php?g=522757&p=3574647.

Statistics of early leavers, May 2022. URL https://ec.europa.eu/
eurostat/web/products-eurostat-news/-/ddn-20220523-1.

Martin Liz-Dominguez, Manuel Caeiro-Rodriguez, Martin Llamas-Nistal, and
Fernando A Mikic-Fonte. Systematic literature review of predictive analysis
tools in higher education. Applied Sciences, 9(24):5569, 2019.

Christothea Herodotou, Bart Rienties, Avinash Boroowa, Zdenek Zdrahal,
Martin Hlosta, and Galina Naydenova. Implementing predictive learning ana-
lytics on a large scale: the teacher’s perspective. In Proceedings of the seventh
international learning analytics & knowledge conference, pages 267271, 2017.

Lynne D Roberts, Joel A Howell, and Kristen Seaman. Give me a customizable
dashboard: Personalized learning analytics dashboards in higher education.
Technology, Knowledge and Learning, 22:317-333, 2017.

Michail N Giannakos, Konstantinos Chorianopoulos, and Nikos Chrisochoides.
Making sense of video analytics: Lessons learned from clickstream interactions,
attitudes, and learning outcome in a video-assisted course. International re-
view of research in open and distributed learning, 16(1):260-283, 2015.

Lovenoor Aulck, Nishant Velagapudi, Joshua Blumenstock, and Jevin
West.  Predicting student dropout in higher education. arXiw preprint
arXiw:1606.06364, 2016.

Rebecca Ferguson. Learning analytics: drivers, developments and challenges.
International Journal of Technology Enhanced Learning, 4(5-6):304-317, 2012.

Radostaw WOLNIAK. The concept of descriptive analytics. Scientific Papers
of Silesian University of Technology. Organization & Management/Zeszyty
Naukowe Politechniki Slaskiej. Seria Organizacji i Zarzadzanie, (172), 2023.

Radostaw Wolniak and Wes Grebski. The concept of diagnostic analytics.
Silesian University of Technology Scientific Papers. Organization and Man-
agement Series, 175:650-669, 2023.

93


https://snola.es/2018/02/21/learning-analytics-2018-updated-perspective/
https://snola.es/2018/02/21/learning-analytics-2018-updated-perspective/
https://researchguides.drake.edu/c.php?g=522757&p=3574647
https://ec.europa.eu/eurostat/web/products-eurostat-news/-/ddn-20220523-1
https://ec.europa.eu/eurostat/web/products-eurostat-news/-/ddn-20220523-1

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

22]

23]

BIBLIOGRAPHY

Vaibhav Kumar and ML Garg. Predictive analytics: a review of trends and
techniques. International Journal of Computer Applications, 182(1):31-37,
2018.

Dimitris Bertsimas and Nathan Kallus. From predictive to prescriptive ana-
lytics. Management Science, 66(3):1025-1044, 2020.

George Siemens. The journal of learning analytics: Supporting and promoting
learning analytics research. Journal of Learning Analytics, 1(1):3-5, 2014.

Simon J Buckingham Shum and Rosemary Luckin. Learning analytics and ai:
Politics, pedagogy and practices. British journal of educational technology, 50
(6):2785-2793, 2019.

Valentim Realinho, Jorge Machado, Luis Baptista, and Moénica V Martins.
Predicting student dropout and academic success. Data, 7(11):146, 2022.

Gokce DISLEN DAGGOL. The reasons of lack of motivation from the stu-
dents’ and teachers’ voices. The Journal of academic social science, 1(1):
35-45, 20109.

Noeme Rone, Nova Amor Guao, Medardo Jariol, Nanette Acedillo, Kim Bal-
inton, and Janice Francisco. Students’ lack of interest, motivation in learning,
and classroom participation: How to motivate them? Psychology and Educa-

tion: A Multidisciplinary Journal, 7(8):636-646, 2023.

Olga Rotar. Online student support: A framework for embedding support in-
terventions into the online learning cycle. Research and Practice in Technology
Enhanced Learning, 17(1):1-23, 2022.

NGURE SHELMITH Mugure. Impact of resource utilization in education
as perceived by teachers in secondary schools in mathioya district, muranga
county, kenya. Kenyatta University. Kenya, 2012.

Javeria Munir, Mehreen Faiza, Bakht Jamal, Sana Daud, and Khurshed Igbal.
The impact of socio-economic status on academic achievement. Journal of
Social Sciences Review, 3(2):695-705, 2023.

Nurmalitasari, Zalizah Awang Long, and Mohammad Faizuddin Mohd Noor.
The predictive learning analytics for student dropout using data mining tech-
nique: A systematic literature review. Advances in Technology Transfer
Through IoT and IT Solutions, pages 9-17, 2023.

Denis Dennehy, Kieran Conboy, and Jaganath Babu. Adopting learning an-
alytics to inform postgraduate curriculum design: Recommendations and re-
search agenda. Information Systems Frontiers, 25(4):1315-1331, 2023.

94



[24]

[25]

[26]

[27]

28]

[29]

[30]

BIBLIOGRAPHY

Mahjouba Ali Saleh, Sellappan Palaniappan, Nasaraldeen Ali Alghazali Abdal-
lah, and Muftah Mohamed Baroud Baroud. Predicting student performance

using data mining and learning analysis technique in libyan higher education.
Periodicals of Engineering and Natural Sciences, 9(3):509-519, 2021.

Jindal Rajni and Dutta Borah Malaya. Predictive analytics in a higher edu-
cation context. IT Professional, 17(4):24-33, 2015.

John T Avella, Mansureh Kebritchi, Sandra G Nunn, and Therese Kanai.
Learning analytics methods, benefits, and challenges in higher education: A
systematic literature review. Online Learning, 20(2):13-29, 2016.

Nabila Sghir, Amina Adadi, and Mohammed Lahmer. Recent advances in pre-
dictive learning analytics: A decade systematic review (2012-2022). Education
and Information Technologies, pages 1-35, 2022.

Milka C Madahana, Katijah Khoza-Shangase, Nomfundo Moroe, Otis Nyan-
doro, and John Ekoru. Application of machine learning approaches to analyse
student success for contact learning and emergency remote teaching and learn-
ing during the covid-19 era in speech—language pathology and audiology. South
African Journal of Communication Disorders, 69(2):912, 2022.

Miguel Angel Prada, Manuel Dominguez, Jose Lopez Vicario, Paulo Alexan-
dre Vara Alves, Marian Barbu, Michal Podpora, Umberto Spagnolini, Maria
J Varanda Pereira, and Ramon Vilanova. Educational data mining for tutor-

ing support in higher education: a web-based tool case study in engineering
degrees. IEEE Access, 8:212818-212836, 2020.

A Sheik Abdullah, RM Abirami, A Gitwina, and C Varthana. Assessment
of academic performance with the e-mental health interventions in virtual
learning environment using machine learning techniques: A hybrid approach.
Journal of Engineering Education Transformations, 34(SP ICTIEE):79-85,
2021.

Tai Tan Mai, Marija Bezbradica, and Martin Crane. Learning behaviours data
in programming education: Community analysis and outcome prediction with
cleaned data. Future Generation Computer Systems, 127:42-55, 2022.

Sharon Slade and Paul Prinsloo. Learning analytics: Ethical issues and dilem-
mas. American Behavioral Scientist, 57(10):1510-1529, 2013.

Ahmed Ali Mubarak, Han Cao, and Salah AM Ahmed. Predictive learning
analytics using deep learning model in moocs’ courses videos. Fducation and
Information Technologies, 26(1):371-392, 2021.

Emtinan Alqurashi. Predicting student satisfaction and perceived learning
within online learning environments. Distance Education, 40(1):133-148, 2019.

95



[35]

[39]

[40]

[41]

[43]

[44]

[45]

BIBLIOGRAPHY

Bahram Choubin, Shahram Khalighi-Sigaroodi, Arash Malekian, and Ozgiir
Kigi. Multiple linear regression, multi-layer perceptron network and adaptive
neuro-fuzzy inference system for forecasting precipitation based on large-scale
climate signals. Hydrological sciences journal, 61(6):1001-1009, 2016.

Jean Gaudart, Bernard Giusiano, and Laetitia Huiart. Comparison of the
performance of multi-layer perceptron and linear regression for epidemiological
data. Computational statistics € data analysis, 44(4):547-570, 2004.

Vijay Kanade. What is logistic regression? equation, assumptions, types,
and best practices, Apr 2022. URL https://www.spiceworks.com/tech/
artificial-intelligence/articles/what-is-logistic-regression/.

Mutlu Cukurova, Qi Zhou, Daniel Spikol, and Lorenzo Landolfi. Modelling
collaborative problem-solving competence with transparent learning analytics:
is video data enough? In Proceedings of the Tenth International Conference
on Learning Analytics € Knowledge, pages 270-275, 2020.

Sotiris Kotsiantis, Nikolaos Tselios, Andromahi Filippidi, and Vassilis Komis.
Using learning analytics to identify successful learners in a blended learning
course. International Journal of Technology Enhanced Learning, 5(2):133-150,
2013.

Carolin Strobl, Anne-Laure Boulesteix, Achim Zeileis, and Torsten Hothorn.
Bias in random forest variable importance measures: Illustrations, sources and

a solution. BMC' bioinformatics, 8(1):1-21, 2007.

Mucahid Mustafa Saritas and Ali Yasar. Performance analysis of ann and naive
bayes classification algorithm for data classification. International journal of
intelligent systems and applications in engineering, 7(2):88-91, 2019.

Fayaz Itoo, Meenakshi, and Satwinder Singh. Comparison and analysis of
logistic regression, naive bayes and knn machine learning algorithms for credit
card fraud detection. International Journal of Information Technology, 13:
1503-1511, 2021.

S Ranjeeth, TP Latchoumi, and P Victer Paul. A survey on predictive models
of learning analytics. Procedia Computer Science, 167:37-46, 2020.

Fumiya Okubo, Takayoshi Yamashita, Atsushi Shimada, and Hiroaki Ogata. A
neural network approach for students’ performance prediction. In Proceedings

of the seventh international learning analytics € knowledge conference, pages
598-599, 2017.

Indy Man Kit Ho, K.Y. Cheong, and Anthony Weldon. Predicting student
satisfaction of emergency remote learning in higher education during covid-19
using machine learning techniques, Apr 2021. URL https://doi.org/10.
1371/journal . pone.0249423.

96


https://www.spiceworks.com/tech/artificial-intelligence/articles/what-is-logistic-regression/
https://www.spiceworks.com/tech/artificial-intelligence/articles/what-is-logistic-regression/
https://doi.org/10.1371/journal.pone.0249423
https://doi.org/10.1371/journal.pone.0249423

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

BIBLIOGRAPHY

Gokhan Akgapinar, Arif Altun, and Petek Agkar. Using learning analytics to
develop early-warning system for at-risk students. International Journal of
Educational Technology in Higher Education, 16(1):1-20, 2019.

Hassan Khosravi, Shiva Shabaninejad, Aneesha Bakharia, Shazia Sadiq, Marta
Indulska, and Dragan Gasevic. Intelligent learning analytics dashboards: Au-
tomated drill-down recommendations to support teacher data exploration.
Journal of Learning Analytics, 8(3):133-154, 2021.

Ahmed Ali Mubarak, Han Cao, and Salah AM Ahmed. Predictive learning
analytics using deep learning model in moocs’ courses videos. Fducation and
Information Technologies, 26(1):371-392, 2021.

Christothea Herodotou, Galina Naydenova, Avi Boroowa, Alison Gilmour,
and Bart Rienties. How can predictive learning analytics and motivational
interventions increase student retention and enhance administrative support
in distance education? Journal of Learning Analytics, 7(2):72-83, 2020.

Fu Chen and Ying Cui. Utilizing student time series behaviour in learning
management systems for early prediction of course performance. Journal of
Learning Analytics, 7(2):1-17, 2020.

Dirk Ifenthaler and Jane Yin-Kim Yau. Utilising learning analytics to support
study success in higher education: a systematic review. Educational Technol-
oqy Research and Development, 68:1961-1990, 2020.

Sama Ranjeeth, Thamarai Pugazhendhi Latchoumi, and P Victer Paul. A
survey on predictive models of learning analytics. Procedia Computer Science,
167:37-46, 2020.

Christothea Herodotou, Bart Rienties, Martin Hlosta, Avinash Boroowa,
Chrysoula Mangafa, and Zdenek Zdrahal. The scalable implementation of
predictive learning analytics at a distance learning university: Insights from a
longitudinal case study. The Internet and Higher Education, 45:100725, 2020.

Ghaith Al-Tameemi, James Xue, Suraj Ajit, Triantafyllos Kanakis, and Israa
Hadi. Predictive learning analytics in higher education: Factors, methods and
challenges. In 2020 International Conference on Advances in Computing and

Communication Engineering (ICACCE), pages 1-9. IEEE, 2020.

Christothea Herodotou, Bart Rienties, Avinash Boroowa, Zdenek Zdrahal, and
Martin Hlosta. A large-scale implementation of predictive learning analytics in

higher education: The teachers’ role and perspective. Educational Technology
Research and Development, 67:1273-1306, 2019.

Amjed Abu Saa, Mostafa Al-Emran, and Khaled Shaalan. Factors affecting
students’ performance in higher education: a systematic review of predictive

97



[57]

[58]

[61]

[62]

[63]

BIBLIOGRAPHY

data mining techniques. Technology, Knowledge and Learning, 24:567-598,
2019.

Christothea Herodotou, Martin Hlosta, Avinash Boroowa, Bart Rienties,
Zdenek Zdrahal, and Chrysoula Mangafa. Empowering online teachers through
predictive learning analytics. British Journal of Educational Technology, 50
(6):3064-3079, 2019.

Christothea Herodotou, Bart Rienties, Avinash Boroowa, Zdenek Zdrahal,
Martin Hlosta, and Galina Naydenova. Implementing predictive learning ana-
lytics on a large scale: the teacher’s perspective. In Proceedings of the seventh
international learning analytics & knowledge conference, pages 267-271, 2017.

O Yamini and GV Ramesh Babu. A review on classification of various types
of decision trees with merits and demerits. IJFMR-International Journal For
Multidisciplinary Research, 5(3).

Amjed Abu Saa, Mostafa Al-Emran, and Khaled Shaalan. Factors affecting
students’ performance in higher education: a systematic review of predictive

data mining techniques. Technology, Knowledge and Learning, 24:567-598,
2019.

M. Ramalingam and R. Ilakkiya. Data mining algorithms(knn dt) based
predictive analysis on selected candidates in academic performance. In 2021
11th International Conference on Cloud Computing, Data Science Engineer-
ing (Confluence), pages 332-337, 2021. doi: 10.1109/Confluence51648.2021.
9377203.

Ghaith Al-Tameemi, James Xue, Suraj Ajit, Triantafyllos Kanakis, and Israa
Hadi. Predictive learning analytics in higher education: Factors, methods and
challenges. In 2020 International Conference on Advances in Computing and
Communication Engineering (ICACCE), pages 1-9. IEEE, 2020.

Fumiya Okubo, Takayoshi Yamashita, Atsushi Shimada, and Hiroaki Ogata. A
neural network approach for students’ performance prediction. In Proceedings

of the seventh international learning analytics € knowledge conference, pages
598-599, 2017.

Jie Xu, Kyeong Ho Moon, and Mihaela Van Der Schaar. A machine learning
approach for tracking and predicting student performance in degree programs.
IEEE Journal of Selected Topics in Signal Processing, 11(5):742-753, 2017.

Rebecca Ferguson. Learning analytics: drivers, developments and challenges.
International Journal of Technology Enhanced Learning, 4(5-6):304-317, 2012.

Ahmed Ali Mubarak, Han Cao, and Salah AM Ahmed. Predictive learning
analytics using deep learning model in moocs’ courses videos. FEducation and
Information Technologies, 26(1):371-392, 2021.

98



[67]

[68]

[69]

[70]

[71]

[72]

BIBLIOGRAPHY

Christothea Herodotou, Galina Naydenova, Avi Boroowa, Alison Gilmour,
and Bart Rienties. How can predictive learning analytics and motivational
interventions increase student retention and enhance administrative support
in distance education? Journal of Learning Analytics, 7(2):72-83, 2020.

Christothea Herodotou, Martin Hlosta, Avinash Boroowa, Bart Rienties,
Zdenek Zdrahal, and Chrysoula Mangafa. Empowering online teachers through
predictive learning analytics. British Journal of Educational Technology, 50

(6):3064-3079, 2019.

Christothea Herodotou, Martin Hlosta, Avinash Boroowa, Bart Rienties,
Zdenek Zdrahal, and Chrysoula Mangafa. Empowering online teachers through
predictive learning analytics. British Journal of Educational Technology, 50
(6):3064-3079, 2019.

Florian Sense, Maarten van der Velde, and Hedderik van Rijn. Predicting
university students’ exam performance using a model-based adaptive fact-
learning system. Journal of Learning Analytics, 8(3):155-169, 2021.

Robert A Bjork, John Dunlosky, and Nate Kornell. Self-regulated learning:
Beliefs, techniques, and illusions. Annual review of psychology, 64:417-444,
2013.

Ghaith Al-Tameemi, James Xue, Suraj Ajit, Triantafyllos Kanakis, and Israa
Hadi. Predictive learning analytics in higher education: Factors, methods and
challenges. In 2020 International Conference on Advances in Computing and
Communication Engineering (ICACCE), pages 1-9. IEEE, 2020.

Ghaith Al-Tameemi and James Xue. Towards an intelligent system to improve

student engagement and retention. Procedia Computer Science, 151:1120—
1127, 2019.

Dragan Gasevi¢, Shane Dawson, and George Siemens. Let’s not forget: Learn-
ing analytics are about learning. TechTrends, 59:64-71, 2015.

Marcela Hernandez-de Menéndez, Ruben Morales-Menendez, Carlos A Esco-
bar, and Ricardo A Ramirez Mendoza. Learning analytics: state of the art.
International Journal on Interactive Design and Manufacturing (IJIDeM), 16
(3):1209-1230, 2022.

Dirk Ifenthaler and Jane Yin-Kim Yau. Utilising learning analytics to support
study success in higher education: a systematic review. Fducational Technol-
oqy Research and Development, 68:1961-1990, 2020.

Nabila Sghir, Amina Adadi, and Mohammed Lahmer. Recent advances in pre-
dictive learning analytics: A decade systematic review (2012-2022). Education
and information technologies, 28(7):8299-8333, 2023.

99



78]

[79]

[80]

[81]

[87]

[83]

BIBLIOGRAPHY

Ashish Dutt, Maizatul Akmar Ismail, and Tutut Herawan. A systematic review
on educational data mining. [EFE Access, 5:15991-16005, 2017.

Younyoung Choi and Jigeun Kim. Learning analytics for diagnosing cognitive
load in e-learning using bayesian network analysis. Sustainability, 13(18):
10149, 2021.

Ray Reichenberg. Dynamic bayesian networks in educational measurement:
Reviewing and advancing the state of the field. Applied Measurement in Ed-
ucation, 31(4):335-350, 2018.

Mislevy Robert J. Steinberg Linda S. Yan Duanli Almond, Russell G. and
David M Williamson. Bayesian networks in educational assessment. Springer,
2015.

Rebecca Barber and Mike Sharkey. Course correction: Using analytics to
predict course success. In Proceedings of the 2nd international conference on
learning analytics and knowledge, pages 259262, 2012.

Cédric Beaulac and Jeffrey S Rosenthal. Predicting university students’ aca-

demic success and major using random forests. Research in Higher Education,
60:1048-1064, 2019.

Leo Breiman. Random forests. Machine learning, 45:5-32, 2001.

Fu Chen and Ying Cui. Utilizing student time series behavior in learning

management systems for early prediction of course performance. Journal of
Learning Analytics, 7(2):1-17, 2020.

Chen F Shiri A Cui, Y and Y Fan. Predictive analytic models of student suc-
cess in higher education: A review of methodology. information and learning
sciences, 120 (3/4), 208-227, 2019.

Yuwen Zhou, Changqin Huang, Qintai Hu, Jia Zhu, and Yong Tang. Personal-
ized learning full-path recommendation model based on Istm neural networks.
Information sciences, 444:135-152, 2018.

Vladimir Costas-Jauregui, Solomon Sunday Opyelere, Bernardo Caussin-
Torrez, Gabriel Barros-Gavilanes, Friday Joseph Agbo, Tapani Toivonen,
Regina Motz, and Juan Bernardo Tenesaca. Descriptive analytics dashboard
for an inclusive learning environment. In 2021 IEEFE Frontiers in Education
Conference (FIE), pages 1-9. IEEE, 2021.

Stanislav Pozdniakov, Roberto Martinez-Maldonado, Shaveen Singh, Peter
Chen, Dan Richardson, Tom Bartindale, Patrick Olivier, and Dragan Gasevi¢.
Question-driven learning analytics: Designing a teacher dashboard for on-
line breakout rooms. In 2021 International Conference on Advanced Learning
Technologies (ICALT), pages 176-178. IEEE, 2021.

100



[90]

[92]

93]

[97]

[98]

[99]

BIBLIOGRAPHY

Vladimir Costas-Jauregui, Solomon Sunday Oyelere, Bernardo Caussin-
Torrez, Gabriel Barros-Gavilanes, Friday Joseph Agbo, Tapani Toivonen,
Regina Motz, and Juan Bernardo Tenesaca. Descriptive analytics dashboard
for an inclusive learning environment. In 2021 IEEE Frontiers in Education
Conference (FIE), pages 1-9. IEEE, 2021.

Teodoro F Revano and Manuel B Garcia. Designing human-centered learn-
ing analytics dashboard for higher education using a participatory design ap-
proach. In 2021 IEEFE 13th International Conference on Humanoid, Nanotech-
nology, Information Technology, Communication and Control, Environment,
and Management (HNICEM), pages 1-5. IEEE, 2021.

Apoorva Muppidi, Ahmad Sobri B Hashim, and Mohd Hilmi Bin Hasan. Pro-
posed user-experience model for the design and development of bi dashboards.

In 2022 2nd International Conference on Intelligent Cybernetics Technology
& Applications (ICICyTA), pages 23-28. IEEE, 2022.

Amina Ouatiq, Bouchaib Riyami, Khalifa Mansouri, Mohammed Qbadou, and
Es-Saadia Aoula. Towards the co-design of a teachers’ dashboards in a hybrid
learning environment. In 2022 2nd International Conference on Innovative
Research in Applied Science, Engineering and Technology (IRASET), pages
1-6, 2022. doi: 10.1109/TRASET52964.2022.9738149.

Jason M Lodge, Jared Cooney Horvath, and Linda Corrin. Learning ana-

lytics in the classroom: Translating learning analytics research for teachers.
Routledge, 2018.

Juan Pablo Sarmiento, Fabio Campos, and Alyssa Wise. Engaging students
as co-designers of learning analytics. In Companion proceedings of the 10th in-
ternational learning analytics and knowledge conference, pages 29-32. SOLAR
Frankfurt, 2020.

Gabriel Reimers, Anna Neovesky, and Akademie der Wissenschaften. Student
focused dashboards. In Proceedings of the 7th international conference on
computer supported education, volume 1, pages 399-404, 2015.

Stephen J Aguilar, Stuart A Karabenick, Stephanie D Teasley, and Clare Baek.
Associations between learning analytics dashboard exposure and motivation
and self-regulated learning. Computers € Education, 162:104085, 2021.

Eva Moser, Ummay Ubaida Shegupta, Katja Thsberner, Orkhan Jalilov, René
Schmidt, and Wolfram Hardt. Designing digital self-assessment and feedback
tools as mentoring interventions in higher education. 2022.

Ummay Ubaida Shegupta, René Schmidt, Martin Springwald, and Wolfram
Hardt. Audience response system-an inclusion of blended mentoring technol-
ogy in computer engineering education. In 2020 IEEFE Frontiers in Education
Conference (FIE), pages 1-5. IEEE, 2020.

101



[100]

[101]

[102]

[103]

[104]

[105]

[106]

107]

[108]

[109]
[110]

BIBLIOGRAPHY

René Schmidt, Ummay Ubaida Shegupta, and Wolfram Hardt. Implementing
audience response system in structured mentoring processes to increase learn-
ing motivation. In 2022 IEEFE Frontiers in Education Conference (FIE), pages
1-9. IEEE, 2022.

Ajinkya Kunjir, Harshal Sawant, and Nuzhat F Shaikh. Data mining and
visualization for prediction of multiple diseases in healthcare. In 2017 Inter-
national Conference on Big Data Analytics and Computational Intelligence

(ICBDAC), pages 329-334. IEEE, 2017.

Amal AlGhamdi, Amal Barsheed, Hanadi AlMshjary, and Hanan AlGhamdi.
A machine learning approach for graduate admission prediction. In Proceed-

ings of the 2020 2nd International Conference on Image, Video and Signal
Processing, pages 155158, 2020.

Imran Khan and Abelardo Pardo. Data2u: Scalable real time student feed-
back in active learning environments. In Proceedings of the sizth international
conference on learning analytics € knowledge, pages 249-253, 2016.

Kirsi Kuosa, Damiano Distante, Anne Tervakari, Luigi Cerulo, Alejandro
Fernandez, Juho Koro, and Meri Kailanto. Interactive visualization tools to
improve learning and teaching in online learning environments. International
journal of distance education technologies (IJDET), 14(1):1-21, 2016.

Jiarui Qin, Weinan Zhang, Rong Su, Zhirong Liu, Weiwen Liu, Ruiming Tang,
Xiugiang He, and Yong Yu. Retrieval & interaction machine for tabular data
prediction. In Proceedings of the 27th ACM SIGKDD Conference on Knowl-
edge Discovery & Data Mining, pages 13791389, 2021.

Ajinkya Kunjir, Harshal Sawant, and Nuzhat F Shaikh. Data mining and
visualization for prediction of multiple diseases in healthcare. In 2017 Inter-
national Conference on Big Data Analytics and Computational Intelligence

(ICBDAC), pages 329-334. IEEE, 2017.

Mohaiminul Islam and Shangzhu Jin. An overview of data visualization. In
2019 International Conference on Information Science and Communications
Technologies (ICISCT), pages 1-7. IEEE, 2019.

Data Analytics. What are the best ways to use scatter plots in
data analytics?, Nov 2023. URL https://www.linkedin.com/advice/0/
what-best-ways-use-scatter-plots-data-analytics.

Zuguang Gu. Complex heatmap visualization. Imeta, 1(3):e43, 2022.

Satsuki Kumatani, Takayuki Itoh, Yousuke Motohashi, Keisuke Umezu, and
Masahiro Takatsuka. Time-varying data visualization using clustered heatmap

and dual scatterplots. In 2016 20th International Conference Information
Visualisation (1V), pages 63-68. IEEE, 2016.

102


https://www.linkedin.com/advice/0/what-best-ways-use-scatter-plots-data-analytics
https://www.linkedin.com/advice/0/what-best-ways-use-scatter-plots-data-analytics

[111]

[112]

[113]

[114]

[115]
[116]

[117]
118

[119]

[120]

[121]

[122]

[123]

BIBLIOGRAPHY

Hung Viet Pham, Thibaud Lutellier, Weizhen Qi, and Lin Tan. Cradle:
Cross-backend validation to detect and localize bugs in deep learning libraries.
In 2019 IEEE/ACM 41st International Conference on Software Engineering
(ICSE), pages 1027-1038, 2019. doi: 10.1109/ICSE.2019.00107.

Huamin Chen and Prasant Mohapatra. Using service brokers for accessing
backend servers for web applications. Journal of Network and Computer ap-
plications, 28(1):57-74, 2005.

Python Software Foundation. Welcome to python.org, Oct 20 2023. URL
https://www.python.org/.

Jiangang Hao and Tin Kam Ho. Machine learning made easy: a review of
scikit-learn package in python programming language. Journal of Educational
and Behavioral Statistics, 44(3):348-361, 2019.

Hoyt Koepke. Why python rocks for research. Hacker Monthly, 8, 2011.

Arun Kumar and Supriya.P. Panda. A survey: How python pitches in it-
world. In 2019 International Conference on Machine Learning, Big Data,
Cloud and Parallel Computing (COMITCon), pages 248-251, 2019. doi: 10.
1109/COMITCon.2019.8862251.

Brian Overland. Python without fear. Addison-Wesley Professional, 2017.

Wes McKinney. Python for data analysis: Data wrangling with Pandas,
NumPy, and [Python. ”O’Reilly Media, Inc.”, 2012.

Michael John De Smith, Michael F Goodchild, and Paul Longley. Geospatial
analysis: a comprehensive guide to principles, techniques and software tools.
Troubador publishing 1td, 2007.

Wes McKinney et al. pandas: a foundational python library for data analysis
and statistics. Python for high performance and scientific computing, 14(9):
1-9, 2011.

BillWagner. A tour of ¢ - overview - ¢, May 2023. URL https://learn.
microsoft.com/en-us/dotnet/csharp/tour-of-csharp/.

BillWagner. Nullable value types - ¢ reference - ¢, Apr 2023. URL https:
//learn.microsoft.com/en-us/dotnet/csharp/language-reference/
builtin-types/nullable-value-types.

BillWagner. Lambda expressions - lambda expressions and anonymous func-
tions - ¢, Mar 2023. URL https://learn.microsoft.com/en-us/dotnet/
csharp/language-reference/operators/lambda-expressions.

103


https://www.python.org/
https://learn.microsoft.com/en-us/dotnet/csharp/tour-of-csharp/
https://learn.microsoft.com/en-us/dotnet/csharp/tour-of-csharp/
https://learn.microsoft.com/en-us/dotnet/csharp/language-reference/builtin-types/nullable-value-types
https://learn.microsoft.com/en-us/dotnet/csharp/language-reference/builtin-types/nullable-value-types
https://learn.microsoft.com/en-us/dotnet/csharp/language-reference/builtin-types/nullable-value-types
https://learn.microsoft.com/en-us/dotnet/csharp/language-reference/operators/lambda-expressions
https://learn.microsoft.com/en-us/dotnet/csharp/language-reference/operators/lambda-expressions

[124]

[125)

[126]

[127]

[128]

[129]

[130]

[131]

[132]

[133)]

[134]

[135]

BIBLIOGRAPHY

BillWagner. C versioning - ¢ guide - ¢, Feb 2023. URL https://learn.
microsoft.com/en-us/dotnet/csharp/versioning.

Rick-Anderson. Erste schritte mit asp.net mve 5, Oct 2023.
URL https://learn.microsoft.com/de-de/aspnet/mvc/overview/
getting-started/introduction/getting-started.

Archiveddocs.  Walkthrough: Using tdd with asp.net mve, Mar 2012.
URL https://learn.microsoft.com/en-us/previous-versions/aspnet/
gg416511 (v=vs.98).

Andrew Comeau. Using javascript with asp.net - comeausoftware.com,
Feb  2023. URL https://www.comeausoftware.com/programming/
using-javascript-asp-net/.

BillWagner. Language integrated query (linq) in ¢ - ¢, Jul 2023. URL https:
//learn.microsoft.com/en-us/dotnet/csharp/ling/.

BillWagner. Linq overview - .net, Feb 2022. URL https://learn.microsoft.
com/en-us/dotnet/standard/ling/#linqg-is-expressive.

Jcjiang. Entity framework documentation hub, 2023. URL https://learn.
microsoft.com/en-us/ef/.

Atul Adya Microsoft Corporation Redmond Wa. Anatomy of the ado.net
entity framework — proceedings of the 2007 acm sigmod international confer-
ence on management of data, 2007. URL https://dl.acm.org/doi/abs/10.
1145/1247480.1247580.

José A. Blakeley Microsoft Corporation Redmond Wa. The ado.net entity
framework: making the conceptual level real: Acm sigmod record: Vol 35, no
4, 2007. URL https://dl.acm.org/doi/abs/10.1145/1228268.1228275.

Wisal Khan, Tipparti Anil Kumar, Zhang Cheng, Kislay Raj, Arunabha M.
Roy, and Bin Luo. Sql and nosql database software architecture performance
analysis and assessments—a systematic literature review, May 2023. URL
https://doi.org/10.3390/bdcc7020097.

Marin Fotache, Adrian Munteanu, Catalin Strimbei, and Ionut Hrubaru.
Framework for the assessment of data masking performance penalties in sql

database servers. case study: Oracle. IEFE Access, 11:18520-18541, 2023. doi:
10.1109/ACCESS.2023.3247486.

Vamsi Krishna Myalapalli and Bhupati Lohith Ravi Teja. High performance
pl/sql programming. In 2015 International Conference on Pervasive Comput-
ing (ICPC), pages 1-5, 2015. doi: 10.1109/PERVASIVE.2015.7087001.

104


https://learn.microsoft.com/en-us/dotnet/csharp/versioning
https://learn.microsoft.com/en-us/dotnet/csharp/versioning
https://learn.microsoft.com/de-de/aspnet/mvc/overview/getting-started/introduction/getting-started
https://learn.microsoft.com/de-de/aspnet/mvc/overview/getting-started/introduction/getting-started
https://learn.microsoft.com/en-us/previous-versions/aspnet/gg416511(v=vs.98)
https://learn.microsoft.com/en-us/previous-versions/aspnet/gg416511(v=vs.98)
https://www.comeausoftware.com/programming/using-javascript-asp-net/
https://www.comeausoftware.com/programming/using-javascript-asp-net/
https://learn.microsoft.com/en-us/dotnet/csharp/linq/
https://learn.microsoft.com/en-us/dotnet/csharp/linq/
https://learn.microsoft.com/en-us/dotnet/standard/linq/#linq-is-expressive
https://learn.microsoft.com/en-us/dotnet/standard/linq/#linq-is-expressive
https://learn.microsoft.com/en-us/ef/
https://learn.microsoft.com/en-us/ef/
https://dl.acm.org/doi/abs/10.1145/1247480.1247580
https://dl.acm.org/doi/abs/10.1145/1247480.1247580
https://dl.acm.org/doi/abs/10.1145/1228268.1228275
https://doi.org/10.3390/bdcc7020097

[136]

[137]

138

[139]
[140]

[141]

[142]

[143]

[144]

[145]
[146]

[147]

BIBLIOGRAPHY

Danny E. Alvarez, Daniel B. Correa, and Fernando I. Arango. An analysis of
xss, csrf and sql injection in colombian software and web site development. In

2016 8th Euro American Conference on Telematics and Information Systems
(EATIS), pages 1-5, 2016. doi: 10.1109/EATIS.2016.7520140.

Sympmarc. Making good technology decisions: Front end, May 2022.
URL https://learn.microsoft.com/en-us/microsoft-365/community/
making-good-technology-decisions--front-end.

Christopher Maneu. Cto choices - what happens when you need
to choose your frontend technology stack? - creating startups,
Jan  2021. URL  https://devblogs.microsoft.com/startups/

cto-choices-choose-your-frontend-stack/.
Feb 2023. URL https://www.w3.org/TR/CSS/.

Davood Mazinanian, Nikolaos Tsantalis, and Ali Mesbah. Discovering refac-
toring opportunities in cascading style sheets. In Proceedings of the 22nd ACM
SIGSOFT International Symposium on Foundations of Software Engineering,
FSE 2014, page 496-506, New York, NY, USA, 2014. Association for Comput-
ing Machinery. ISBN 9781450330565. doi: 10.1145/2635868.2635879. URL
https://doi.org/10.1145/2635868.2635879.

URL https://dotnet.microsoft.com/en-us/learn/aspnet/
hello-world-tutorial/intro.

URL https://learn.microsoft.com/en-us/answers/questions/
1194131/asp-net-design-template-with-bootstrap.

Mark Otto Jacob Thornton Contributors and Bootstrap. Get started with
bootstrap. URL https://getbootstrap.com/docs/5.3/getting-started/
introduction/.

Viknes Balasubramanee, Chathuri Wimalasena, Raminder Singh, and Mar-
lon Pierce. Twitter bootstrap and angularjs: Frontend frameworks to expe-
dite science gateway development. In 2013 IEEFE International Conference on
Cluster Computing (CLUSTER), pages 1-1, 2013. doi: 10.1109/CLUSTER.
2013.6702640.

Dec 2014. URL https://quintagroup.com/cms/technology/bootstrap.

Mozilla Developer Network, Sep 2023. URL https://developer.mozilla.
org/en-US/docs/Web/JavaScript.

Eric Sarrion.  JavaScript from Frontend to Backend: Learn full stack
JavaScript development using the MEVN stack with quick and easy steps. 2022.

105


https://learn.microsoft.com/en-us/microsoft-365/community/making-good-technology-decisions--front-end
https://learn.microsoft.com/en-us/microsoft-365/community/making-good-technology-decisions--front-end
https://devblogs.microsoft.com/startups/cto-choices-choose-your-frontend-stack/
https://devblogs.microsoft.com/startups/cto-choices-choose-your-frontend-stack/
https://www.w3.org/TR/CSS/
https://doi.org/10.1145/2635868.2635879
https://dotnet.microsoft.com/en-us/learn/aspnet/hello-world-tutorial/intro
https://dotnet.microsoft.com/en-us/learn/aspnet/hello-world-tutorial/intro
https://learn.microsoft.com/en-us/answers/questions/1194131/asp-net-design-template-with-bootstrap
https://learn.microsoft.com/en-us/answers/questions/1194131/asp-net-design-template-with-bootstrap
https://getbootstrap.com/docs/5.3/getting-started/introduction/
https://getbootstrap.com/docs/5.3/getting-started/introduction/
https://quintagroup.com/cms/technology/bootstrap
https://developer.mozilla.org/en-US/docs/Web/JavaScript
https://developer.mozilla.org/en-US/docs/Web/JavaScript

148

[149]

[150]

[151]

[152]

[153]

BIBLIOGRAPHY

H. Wang and J. Yang. Research and application of web development based
on asp.net 2.0+ajax. In 2008 3rd IEEE Conference on Industrial Electronics
and Applications, pages 857-860, 2008. doi: 10.1109/ICIEA.2008.4582637.

Shujun Song, Wancun Zhou, and Weitao Chai. Development of a virtual reality
toolkit on the internet by an asp.net/javascript approach. In Second Workshop
on Digital Media and its Application in Museum Heritages (DMAMH 2007),
pages 286—290, 2007. doi: 10.1109/DMAMH.2007.23.

Jan Kasper Martinsen, Hakan Grahn, Anders Isberg, and Henrik Sundstrom.
Reducing memory in software-based thread-level speculation for javascript
virtual machine execution of web applications. In 2014 IEEE Intl Conf
on High Performance Computing and Communications, 2014 IEEE 6th Intl
Symp on Cyberspace Safety and Security, 2014 IEEE 11th Intl Conf on Em-
bedded Software and Syst (HPCC,CSS,ICESS), pages 181-184, 2014. doi:
10.1109/HPCC.2014.34.

URL https://jquery.com/.

Shirgoldbird. Microsoft sql documentation - sql server, Mar 2022. URL https:
//learn.microsoft.com/en-us/sql/?view=sql-server-verl6.

URL https://docs.github.com/en.

106


https://jquery.com/
https://learn.microsoft.com/en-us/sql/?view=sql-server-ver16
https://learn.microsoft.com/en-us/sql/?view=sql-server-ver16
https://docs.github.com/en

This report - except logo Chemnitz University of Technology - is licensed under a Creative
Commons Attribution 4.0 International License, which permits use, sharing, adaptation, dis-
tribution and reproduction in any medium or format, as long as you give appropriate credit
to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made. The images or other third party material in this report are
included in the report’s Creative Commons license, unless indicated otherwise in a credit
line to the material. If material is not included in the report’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted use, you
will need to obtain permission directly from the copyright holder. To view a copy of this
license, visit http://creativecommons.org/licenses/by/4.0/.



Chemnitzer Informatik-Berichte

In der Reihe der Chemnitzer Informatik-Berichte sind folgende Berichte erschienen:

CSR-20-01

CSR-20-02

CSR-20-03

CSR-20-04

CSR-20-05

CSR-20-06

CSR-20-07

CSR-21-01

CSR-21-02

CSR-21-03

CSR-21-04

Danny Kowerko, Chemnitzer Linux-Tage 2019 - LocalizeIT Work-
shop, Januar 2020, Chemnitz

Robert Manthey, Tom Kretzschmar, Falk Schmidsberger, Hussein
Hussein, René Erler, Tobias Schlosser, Frederik Beuth, Marcel Heinz,
Thomas Kronfeld, Maximilian Eibl, Marc Ritter, Danny Kowerko,
Schlussbericht zum InnoProfile-Transfer Begleitprojekt localizel, Ja-
nuar 2020, Chemnitz

Jorn Roth, Reda Harradi und Wolfram Hardt, Indoor Lokalisierung auf
Basis von Ultra Wideband Modulen zur Emulation von GPS Positio-
nen, Februar 2020, Chemnitz

Christian Graf, Reda Harradi, René Schmidt, Wolfram Hardt, Automa-
tisierte Kameraausrichtung fiir Micro Air Vehicle basierte Inspektion,
Mirz 2020, Chemnitz

Julius Lochbaum, René Bergelt, Time Pech, Wolfram Hardt, Erzeu-
gung von Testdaten fiir automatisiertes Fahren auf Basis eines Open
Source Fahrsimulators, Marz 2020, Chemnitz

Narankhuu Natsagdorj, Uranchimeg Tudevdagva, Jiantao Zhou, Logi-
cal Structure of Structure Oriented Evaluation for E-Learning, April
2020, Chemnitz

Batbayar Battseren, Reda Harradi, Fatih Kilic, Wolfram Hardt, Auto-
mated Power Line Inspection, September 2020, Chemnitz

Marco Stephan, Batbayar Battseren, Wolfram Hardt, UAV Flight using
a Monocular Camera, Mérz 2021, Chemnitz

Hasan Aljzaere, Owes Khan, Wolfram Hardt, Adaptive User Interface
for Automotive Demonstrator, Juli 2021, Chemnitz

Chibundu Ogbonnia, René Bergelt, Wolfram Hardt, Embedded System
Optimization of Radar Post-processing in an ARM CPU Core, Dezem-
ber 2021, Chemnitz

Julius Lochbaum, René Bergelt, Wolfram Hardt, Entwicklung und Be-
wertung von Algorithmen zur Umfeldmodellierung mithilfe von Radar-
sensoren im Automotive Umfeld, Dezember 2021, Chemnitz



Chemnitzer Informatik-Berichte

CSR-22-01

CSR-23-01

CSR-23-02

CSR-23-03

CSR-23-04

CSR-23-05

CSR-24-01

CSR-24-02

CSR-24-03

CSR-24-04

Henrik Zant, Reda Harradi, Wolfram Hardt, Expert System-based Em-
bedded Software Module and Ruleset for Adaptive Flight Missions,
September 2022, Chemnitz

Stephan Lede, René Schmidt, Wolfram Hardt, Analyse des Ressourcen-
verbrauchs von Deep Learning Methoden zur Einschlagslokalisierung
auf eingebetteten Systemen, Januar 2023, Chemnitz

André Bohle, René Schmidt, Wolfram Hardt, Schnittstelle zur Daten-
akquise von Daten des Lernmanagementsystems unter Berticksichti-
gung bestehender Datenschutzrichtlinien, Januar 2023, Chemnitz

Falk Zaumseil, Sabrina, Brauer, Thomas L. Milani, Guido Brunnett,
Gender Dissimilarities in Body Gait Kinematics at Different Speeds,
Mirz 2023, Chemnitz

Tom Uhlmann, Sabrina Brauer, Falk Zaumseil, Guido Brunnett, A
Novel Inexpensive Camera-based Photoelectric Barrier System for Ac-
curate Flying Sprint Time Measurement, Mérz 2023, Chemnitz

Samer Salamah, Guido Brunnett, Sabrina Brauer, Tom Uhlmann, Oli-
ver Rehren, Katharina Jahn, Thomas L. Milani, Giiunter Daniel Rey,
NaturalWalk: An Anatomy-based Synthesizer for Human Walking
Motions, Mirz 2023, Chemnitz

Seyhmus Akaslan, Ariane Heller, Wolfram Hardt, Hardware-Sup-
ported Test Environment Analysis for CAN Message Communication,
Juni 2024, Chemnitz

S. M. Rizwanur Rahman, Wolfram Hardt, Image Classification for
Drone Propeller Inspection using Deep Learning, August 2024, Chem-
nitz

Sebastian Pettke, Wolfram Hardt, Ariane Heller, Comparison of maxi-
mum weight clique algorithms, August 2024, Chemnitz

Md Shoriful Islam, Ummay Ubaida Shegupta, Wolfram Hardt, Design
and Development of a Predictive Learning Analytics System, August
2024, Chemnitz



Chemnitzer Informatik-Berichte
ISSN 0947-5125

Herausgeber: Fakultét fiir Informatik, TU Chemnitz
Strafle der Nationen 62, D-09111 Chemnitz



	Deckblatt
	Thesis_Md_Shoriful_Islam
	Acknowledgment
	Abstract
	Contents
	List of Figures
	List of Tables
	List of Abbreviations
	1 Introduction
	1.1 Learning Analytics (LA)
	1.2 Issues in Higher Education in LA
	1.3 Motivation

	2 State of the Art
	2.1 Predictive Learning Analytics (PLA)
	2.1.1 Overview and Applications
	2.1.2 Process and Technologies

	2.2 Implication of PLA in Educational Institutions
	2.3 PLA Visualization

	3 Methodology
	3.1 Use Case Description
	3.2 Proposed Model
	3.3 Data Preperation
	3.3.1 Audience Response System
	3.3.2 Self Test
	3.3.3 Topic Recommender

	3.4 Multiple Linear Regression Analysis
	3.5 Data Pattern Analysis
	3.6 Visualisations Techniques

	4 Implementation
	4.1 Backend Development
	4.2 Frontend Development
	4.3 IDES and Tools
	4.4 Dataset Preparation
	4.5 Perform Analysis
	4.6 Visualize Analysis
	4.6.1 Login Pannel
	4.6.2 Layout Design
	4.6.3 Dashboard Design


	5 Result and Evaluation
	5.1 Findings with PLA
	5.2 Evaluation

	6 Conclusion
	6.1 Thesis Summary
	6.2 Limitation and Future Work

	Bibliography

	Lizenz+Inhaltsliste
	Buchrücken



