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Abstract 
This thesis presents the development of a tutoring agent for an existing virtual tutoring 
system. The goal of this project is to design and implement an agent that can enhance 
the performance and efficacy of the tutoring system by providing personalized and 
adaptive support to the learners. The system architecture and components, as well as 
the agent architecture and behavior, were designed and developed using the latest 
technologies and methodologies. The evaluation of the system and the agent was 
performed through user studies and experiments, which showed significant 
improvements in the learners' performance and engagement. The contributions of this 
work include the development of a novel tutoring agent and the integration of it into an 
existing virtual tutoring system, as well as the demonstration of the effectiveness of the 
agent through user studies and experiments. The limitations and future directions for 
this work are also discussed. 
 
Keywords: Artificial Intelligence, Virtual agent, Natural Language Processing, 
Avatar, GUI  
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1 Introduction 
1.1 Motivation 
In recent years, the number of students in a single lecture has drastically increased, 
making it increasingly difficult for lecturers to provide individualized support for each 
student. This lack of individualized attention and guidance has been shown to lead to 
weak learning outcomes, high dropout rates and overall dissatisfaction among 
students [1]. As much as having one teacher per student would be the ideal solution, 
it is simply not feasible due to financial and organizational restraints. Despite these 
restrictions, there are several methods that can be employed to mitigate the effects of 
large-scale lectures. For example, using technology-enabled learning tools [2] such as 
MOOCs can help to create a more interactive learning environment. Additionally, 
utilizing student feedback and surveys can allow lecturers to get better understanding 
of the learning experience and to tailor lectures accordingly [3]. Furthermore, 
implementing small-group activities and student-led discussion sessions can enable 
students to engage in meaningful discussions and build up their confidence in the 
subject [4]. 
 

 
Figure 1: Publications on educational chatbots per year [5]. 

According to a systematic literature review by Wollny et al. [5], chatbots are 
increasingly popular in education and have potential as tutoring agents, learning 
companions, and assessment tools. The number of publications on educational 
chatbots has significantly increased in recent years, indicating a growing interest in 
exploring their potential as an educational technology. The study identified articles on 
chatbots in education published between 2008 and 2020, with a steep increase in the 
number of publications in recent years, suggesting that chatbots are gaining 
momentum as a promising technology in education. 
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As advances in technology continues, so does its application and adaptation. One of 
those adaptations is in educational sector which is using tutoring applications [6]. This 
chapter covers the introduction of tutoring agents and virtual tutoring systems. 

1.2 Problem Statement 
In recent times, virtual tutoring systems have witnessed a surge in popularity due to 
their ability to provide a streamlined and cost-efficient means of delivering personalized 
educational content to learners. Despite their widespread adoption, a significant 
drawback is often noted – the absence of immediate, tailored feedback and guidance 
for learners, which can potentially impede their overall effectiveness. A viable solution 
to address this challenge lies in the integration of tutoring agents. These intelligent 
software entities possess the capacity to furnish personalized support and guidance, 
meticulously aligned with the distinctive requirements and preferences of each learner 
[7]. 

The focal point of this study is an existing virtual tutoring system, which, regrettably, 
mirrors the common trend. While it offers a diverse range of educational resources and 
activities, it falls short in providing an engaging tutoring agent that users find compelling 
and readily interact with. Consequently, there exists a notable opportunity for 
improvement through the development and integration of a purpose-built tutoring 
agent. Such an addition holds the promise of significantly amplifying the system's 
effectiveness and subsequently elevating the overall learning experience for its users. 

In light of this pressing issue, the core objective of this study emerges: to delineate the 
process of designing and implementing a sophisticated frontend for agents within a 
Virtual Tutoring System. Such a system endeavors not only to be effective but also 
seeks to be finely attuned to the idiosyncratic learning styles and preferences of 
individual learners. By doing so, the potential for enhanced learning outcomes and 
heightened user satisfaction amongst learners is not only promising but highly 
probable [8]. 

This study thus stands at the intersection of advancing educational technology and 
personalized learning experiences, offering a pivotal contribution towards more 
effective and engaging virtual tutoring systems. Through a meticulous exploration of 
the design and development process, this research endeavors to not only rectify an 
existing shortcoming but also chart a course towards a more fruitful and rewarding 
educational journey for learners using this virtual tutoring system. 
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1.3 Objectives 
The primary goal of this thesis is to enhance an established virtual tutoring system by 
introducing a tutoring agent. This addition is intended to elevate both the effectiveness 
and overall user experience of the system. To achieve this overarching objective, we 
will focus on pursuing the following sub-goals: 

Literature Review: The primary goal of this study is to conduct a thorough examination 
of the existing body of literature surrounding virtual tutoring systems, intelligent tutoring 
systems, and tutoring agents. This encompasses an extensive exploration of 
established technologies, methodologies, as well as an analysis of pertinent 
pedagogical theories and models that underpin computer-based instruction. 

Development of the Tutoring Agent: The second aim is to conceive and implement 
a sophisticated tutoring agent with the capacity to engage students in a meaningful 
and personalized manner. This agent will possess the ability to offer tailored guidance, 
constructive feedback, and targeted support to individual learners, considering their 
unique learning preferences, requirements, and performance metrics [9]. The ultimate 
objective is to craft an interactive and individualized learning experience. 

Integration and Impact Assessment: The third objective involves the seamless 
integration of the newly developed tutoring agent into the existing virtual tutoring 
system. Subsequent to integration, a comprehensive evaluation will be conducted to 
appraise the impact of the agent on various facets of student learning. This 
encompasses an analysis of learning outcomes, assessment of levels of student 
engagement, measurement of satisfaction levels, and monitoring of retention rates. 

Comparative Study: The fourth objective is to perform a comparative analysis to 
determine the effectiveness of the tutoring agent. This will be accomplished by 
juxtaposing the performance of the system with the integrated agent against the 
performance of the existing system in the absence of the agent. Additionally, 
comparisons may be drawn with other tutoring agents or instructional approaches 
delineated in the existing literature. The intention is to provide valuable insights into 
the relative strengths and advantages of the developed agent. 

Strengths, Weaknesses, and Recommendations: The concluding objective centers 
around a rigorous evaluation of the developed tutoring agent. This encompasses the 
identification of its strengths, delineating areas where it excels in supporting student 
learning. Moreover, weaknesses and potential areas for enhancement will be 
spotlighted. Grounded in this assessment, the study will culminate with a set of 
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recommendations for future refinements and expansions of the tutoring agent, with the 
goal of refining its functionality and maximizing its impact on educational outcomes. 

By systematically addressing these objectives, this study aspires to furnish valuable 
insights and innovations to the domain of virtual tutoring systems and intelligent 
tutoring agents, ultimately elevating the learning experiences of students in virtual 
environments. 

This thesis focuses on creating a tutoring agent for a pre-existing virtual tutoring system 
that is currently operational within a school setting. The system has already undergone 
the design and implementation phases and is actively utilized in the educational 
environment. The purpose of the tutoring agent is to assist secondary school students 
specifically in domains where it can be most beneficial, particularly in the area of self-
tests. It's important to note that this thesis does not seek to extend its findings beyond 
the specified domains or user groups. Instead, its primary aim is to demonstrate the 
potential and effectiveness of the developed tutoring agent within this specific 
educational context. 

The primary objective of this master's thesis is to create a tutoring agent integrated into 
an existing virtual tutoring system. To accomplish this objective, a structured 
methodology and research approach will be employed to steer the conception, 
construction, and assessment of the tutoring agent. 

This methodology combines elements of design science research and empirical 
evaluation. Design science research focuses on devising inventive solutions, including 
systems, models, and methodologies, to tackle real-world issues within a specific field. 
It emphasizes practical problem-solving through the development of tangible artifacts. 
On the other hand, empirical evaluation employs data collection and analysis to affirm 
the efficacy and user-friendliness of a system or artifact. This research method is 
crucial in gauging how well the tutoring agent functions in practice and how it impacts 
the learning experience. By integrating these two methodologies, this thesis aims to 
create an effective and practical tutoring agent within the virtual tutoring system. 
 
The research methodology will consist of three distinct phases: the initial design phase, 
followed by the subsequent development phase, and culminating in the evaluation 
phase. 
 
a. Design Phase 
In the design phase, the existing virtual tutoring system will be analyzed to identify how 
the tutorial agent can fit in naturally. Based on this analysis, the requirements and 
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specifications for the tutoring agent will be defined. Additionally, a conceptual design 
of the agent will be created to guide the development phase. 
 
b. Development Phase 
During the development phase, we will bring the tutoring agent to life and seamlessly 
incorporate it into the established virtual tutoring system. This agent will be 
meticulously crafted to offer tailored and responsive tutoring experiences, finely 
attuned to each learner's unique requirements and preferences. This developmental 
stage encompasses the careful selection and seamless integration of cutting-edge 
artificial intelligence methodologies, including machine learning, natural language 
processing, and sophisticated decision-making algorithms. These techniques will 
empower the agent to dynamically adapt and cater to the specific learning journey of 
each individual. 
 
c. Evaluation Phase 
During the assessment phase, we will employ empirical techniques to gauge the 
proficiency and user-friendliness of the tutoring agent. This evaluation will encompass 
user studies and experiments aimed at appraising the agent's influence on learning 
achievements, user contentment, and involvement. The benchmarks and criteria for 
this assessment will draw from well-established pedagogical theories and models, as 
well as the stipulated system requisites and specifications. 
 
During the course of this research, we are committed to upholding the highest 
standards of ethical research conduct. We will ensure that all participants provide 
informed consent, and their privacy and confidentiality will be treated with utmost care. 
Additionally, our research will strictly adhere to pertinent legal and regulatory 
frameworks, including but not limited to data protection laws. 
 
This thesis makes several significant contributions across various fields: first and 
foremost, it advances the realm of virtual tutoring systems by introducing a novel 
approach to amplify the impact of tutoring. Through the creation of a specialized 
tutoring agent, this work elevates the quality of the tutoring experience. This agent not 
only enhances personalized guidance for students but also surpasses the capabilities 
of conventional tutoring systems. 

Furthermore, in the domain of intelligent tutoring systems, this thesis introduces a fresh 
perspective on crafting an intelligent agent dedicated to aiding the tutoring process. 
This involves a comprehensive integration of pedagogical theories and models into the 
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agent's behavior and decision-making processes. This infusion of intelligence 
substantially augments the agent's capacity to offer superior guidance to students. 

In the realm of artificial intelligence, this thesis presents a pioneering method for 
developing an intelligent tutoring agent. Leveraging machine learning techniques, the 
agent scrutinizes student performance data, utilizing this information to furnish tailored 
feedback. Additionally, the agent incorporates natural language processing and 
dialogue management, enabling seamless and natural interactions between the agent 
and the student. 

Lastly, in the field of educational technology, this thesis introduces a groundbreaking 
approach to heighten the efficacy of virtual tutoring systems. By introducing the 
developed tutoring agent, this work tackles the limitations that are inherent in traditional 
virtual tutoring systems. The result is an enhanced tutoring experience for students, 
potentially leading to heightened engagement and improved learning outcomes. This 
collective effort represents a significant stride towards the advancement of educational 
technology and its positive impact on the learning journey of students. 

1.4 Structure of this Thesis 
The implementation of this project is divided into the following parts: theoretical 
background, state of the art of existing solutions, proposed design and implementation, 
and discussion of results. 

The theoretical background section delves into the fundamental principles, theories, 
and concepts pertinent to the research topic, offering a thorough comprehension of the 
underlying ideas driving the development of the agents. It establishes a knowledge 
framework that acquaints readers with the pivotal concepts and principles that 
underpin the agent's creation. 

Moving on to the state-of-the-art segment, it conducts a comprehensive review and 
assessment of existing solutions, technologies, or methodologies within the realm of 
the research topic. This section provides an overview of the current landscape of virtual 
tutoring agents, highlighting their strengths, weaknesses, and any existing gaps. It also 
elucidates the necessity for further research or enhancements, thereby setting the 
stage for the proposed solution. 

The methodology and implementation section unveils the envisaged design and 
execution. It outlines the inventive or refined approach, system architecture, 
algorithms, or frameworks conceived to address the identified gaps. By elucidating the 
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design rationale, technical intricacies, and potential advantages of the proposed 
solution, this section showcases the innovative essence of the research. 

Shifting to the results and evaluation section, it interprets and scrutinizes the outcomes 
of the research. This entails an examination of how the proposed solution fared in 
comparison to the objectives outlined in the research questions or hypotheses. The 
section delves into the import of the findings, potential ramifications for the field, and 
any unforeseen results or hurdles encountered during the implementation. It also 
provides a contextual backdrop for potential avenues of future research. 
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2 Theoretical Background 
The Theoretical Background section is dedicated to examining the fundamental 
principles that form the basis of our project. Within this chapter, we venture into the 
realm of tutoring systems, encompassing both intelligent tutoring systems and tutoring 
agents. Moreover, we closely examine the pedagogical theories that serve as the 
cornerstone for our initiative. Through a thorough exploration of these theoretical 
frameworks, our aim is to establish a robust groundwork upon which our innovative 
educational technology is constructed. This in-depth comprehension will guide the 
process of designing and implementing tutorial agents within our virtual tutoring 
system, guaranteeing its effectiveness and applicability in various educational settings. 

2.1 Virtual Tutoring Systems 
Virtual tutoring systems represent a modern educational approach harnessing the 
power of computer-based technology to augment and personalize the learning 
process. This surge in popularity owes itself to the rapid advancements in technology 
and the surging demand for flexible, remote learning solutions. These systems not only 
facilitate access to education from virtually anywhere but also provide learners with 
dynamic, interactive experiences. Through personalized interactions and engaging 
content, virtual tutoring systems have demonstrated their potential to significantly 
elevate the overall quality of learning outcomes. This transformative shift in education 
leverages the strengths of technology to create a more inclusive, interactive, and 
effective learning environment for students of all backgrounds and levels [10]. 

Virtual tutoring systems can take many forms, ranging from simple chatbots to 
sophisticated intelligent tutoring systems (ITS) [11]. Chatbots serve as elementary 
versions of virtual tutoring systems, offering fundamental information and guidance to 
learners. These systems operate within the confines of predetermined rules and 
responses, lacking the capability to dynamically adjust to the unique needs and 
preferences of individual learners. While proficient in providing foundational support, 
they fall short in delivering personalized, tailored learning experiences that cater to the 
diverse requirements of each user [12]. 

Intelligent tutoring systems (ITS) represent a cutting-edge evolution in virtual tutoring. 
These sophisticated systems are meticulously crafted to deliver highly personalized 
instruction, tailoring the learning experience to the unique needs of each individual 
learner. Employing a wide array of artificial intelligence (AI) techniques including 
natural language processing (NLP), machine learning (ML), and expert systems, ITS 
go beyond conventional tutoring systems. They exhibit a remarkable ability to discern 
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and adapt to diverse learning styles, pacing preferences, and individual inclinations. 
Through this adaptive approach, ITS offer not only targeted instruction but also furnish 
invaluable feedback and guidance, ensuring a finely tuned and enriching learning 
journey for every student [13]. 

Virtual tutoring systems can be used in various contexts, including middle school 
education, higher education, corporate training, and professional development. They 
can support various types of learning, such as self-directed learning, blended learning, 
and online learning [14]. 

Virtual tutoring systems revolutionize the landscape of education, ushering in a myriad 
of benefits that significantly enhance the learning journey. At the forefront of these 
advantages is their remarkable capacity to provide a tailored and highly individualized 
educational experience. By adapting to the specific needs and learning pace of each 
student, these systems ensure that educational material is not only comprehensively 
understood but also effectively absorbed. This personalized approach cultivates a 
profound sense of engagement and motivation among learners, forging a deeper 
connection with the subject matter and a heightened investment in their own 
educational progress. 

In addition to customization, virtual tutoring systems introduce an invaluable element 
of instant feedback and guidance. This real-time interaction allows learners to promptly 
address queries or rectify misconceptions, thus propelling the learning process forward 
with precision and efficacy. This instantaneous responsiveness becomes a 
cornerstone for accelerated comprehension and mastery of the material, leading to 
more fruitful educational outcomes. 

Furthermore, virtual tutoring systems open the gateway to a treasure trove of diverse 
learning resources. From engaging multimedia content to interactive exercises, these 
systems enrich the educational journey by providing a multifaceted learning 
experience. Learners are presented with a dynamic array of tools and materials that 
cater to various learning styles, ensuring a well-rounded and comprehensive 
understanding of the subject matter. 

The flexibility and convenience afforded by virtual tutoring systems are equally 
noteworthy. Learners have the freedom to access educational content at their own 
convenience, seamlessly integrating learning into their unique schedules and lifestyles. 
This adaptability empowers learners to take an active role in their education, fostering 
a sense of ownership and autonomy that invariably leads to a more effective and 
rewarding learning experience. 
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In summation, virtual tutoring systems stand as a beacon of educational advancement, 
offering a holistic and tailored approach to learning. Through personalized instruction, 
immediate feedback, and a rich tapestry of resources, these systems revolutionize the 
educational landscape, equipping learners with the tools they need to thrive in their 
academic pursuits. The flexibility they afford ensures that education becomes a 
seamless part of a learner's life, ultimately culminating in an educational experience 
that is not only effective but also deeply fulfilling. 

2.2 Intelligent Tutoring Systems 
Intelligent Tutoring Systems (ITS) represent a sophisticated class of computer-based 
learning environments designed to offer tailored instruction and feedback to students. 
Powered by cutting-edge artificial intelligence and machine learning methodologies, 
ITS harness the capability to intricately model the extensive knowledge, skills, and 
proficiencies of a domain expert or educator. This enables them to deliver highly 
personalized and adaptive guidance to students, finely attuned to their distinct learning 
requirements and aptitudes. Through the dynamic utilization of advanced technologies, 
ITS not only enhance the educational experience but also foster a more profound and 
effective learning journey for each individual learner [15]. 

Intelligent Tutoring Systems (ITS) are comprehensive educational platforms that 
encompass four fundamental components, each playing a crucial role in the learning 
process. At the core lies the domain model, which encapsulates the breadth of 
knowledge and skills required to proficiently navigate a specific subject area, ranging 
from foundational subjects like mathematics to more specialized domains like physics 
or programming. Complementing this, the student model intricately maps out the 
unique knowledge, aptitudes, and capabilities of each individual learner. This 
personalized profile serves as the compass guiding instructional adjustments and 
feedback delivery, ensuring a tailored learning experience [16]. 

The pedagogical model stands as the strategic backbone of the system, orchestrating 
the methodologies and approaches employed to effectively impart knowledge. It 
encompasses a spectrum of techniques, from elucidative worked examples to 
insightful hints and informative feedback loops. This dynamic array of instructional 
strategies adapts in real-time, aligning with the student's progress and learning pace. 
The user interface serves as the gateway for students to engage with the system. 
Beyond its functional role, it creates an immersive learning environment, facilitating 
seamless interaction with the material. Additionally, it acts as a conduit for the timely 
delivery of constructive feedback and personalized instructions, further enhancing the 
learning journey [16]. 
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Intelligent Tutoring Systems find applicability across a diverse range of educational 
environments, encompassing secondary schools, higher education institutions, as well 
as vocational training and professional development programs. Their remarkable utility 
shines especially in fields demanding a heightened level of personalized instruction, 
with prime examples being disciplines like mathematics and foreign languages. These 
systems excel in providing tailored learning experiences, optimizing comprehension 
and proficiency in these critical subjects [17]. 

Intelligent Tutoring Systems offer a range of valuable advantages within the realm of 
education. To begin with, these systems excel at delivering tailored instruction to 
students, honing in on their unique strengths and areas that require improvement. This 
personalized approach significantly contributes to enhanced learning outcomes. 
Moreover, the immediate feedback provided by Intelligent Tutoring Systems plays a 
pivotal role in the learning process. This timely guidance empowers students to swiftly 
recognize and rectify any misconceptions or errors in their comprehension, fostering a 
deeper grasp of the subject matter. Furthermore, these systems equip educators with 
invaluable insights into their students' learning trajectories and specific needs. Armed 
with this knowledge, teachers are better positioned to customize their teaching 
methods, ensuring a more effective and targeted educational experience for each 
student. In essence, Intelligent Tutoring Systems represent a dynamic tool that not only 
supports students in their learning journey but also empowers educators to optimize 
their teaching strategies [18]. 

While Intelligent Tutoring Systems hold immense promise, they do come with their 
share of challenges. One of the primary hurdles lies in accurately modeling the 
extensive knowledge and skills necessary for a specific domain. This undertaking 
demands substantial domain expertise, often consuming considerable time and 
resources. Additionally, achieving precise student modeling necessitates the 
comprehensive gathering and analysis of extensive data on student learning patterns. 
Lastly, there is a critical requirement for the development of highly effective 
pedagogical models and instructional strategies capable of not only proficiently 
imparting knowledge but also seamlessly adapting to the unique learning needs of 
individual students. These challenges collectively underscore the complexity and depth 
of considerations involved in the development and utilization of Intelligent Tutoring 
Systems [19]. 

2.3 Tutoring Agents 
The application of intelligent tutoring systems (ITS) has demonstrated considerable 
potential in delivering tailored learning experiences to students. Within an ITS 
framework, a central element that plays a pivotal role is the tutoring agent. This 
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sophisticated component is instrumental in facilitating personalized guidance and 
support, contributing significantly to the overall effectiveness and adaptability of the 
learning environment [20], the intelligent software component, known as a virtual tutor, 
engages with students through natural language dialogue, offering tailored feedback, 
personalized guidance, and comprehensive support throughout the learning process 
[21]. 

Tutoring agents are generally categorized into two primary types: rule-based and data-
driven. Rule-based tutoring agents rely on a predefined set of rules to ascertain the 
most suitable response to a student's input. These rules may stem from expert 
knowledge, established pedagogical theories, or a fusion of both. Typically, rule-based 
agents are tailored for specific domains and their effectiveness is contingent upon the 
precision of the rules applied in the given context. This approach, while structured and 
reliable, operates within the framework of established rulesets, potentially limiting 
adaptability to unforeseen scenarios [22]. 

Data-driven tutoring agents leverage advanced machine learning algorithms to 
meticulously examine student data, enabling them to discern and implement the most 
suitable responses. This distinctive approach endows these agents with heightened 
adaptability, allowing them to cater to a diverse range of student profiles and 
accommodate various learning styles. However, it's worth noting that the effectiveness 
of data-driven agents hinges on the sheer volume and quality of the data they are 
trained on, underscoring the critical importance of rich, high-quality datasets in 
optimizing their performance and response accuracy [23]. 

Tutoring agents can also be designed to incorporate various pedagogical strategies 
such as scaffolding, mastery learning, and metacognitive support [24]. Scaffolding 
refers to the gradual reduction of support as the student gains mastery over a concept. 
Mastery learning involves providing repeated opportunities for students to master a 
concept before moving on to the next one. Metacognitive support involves helping 
students develop awareness of their own thinking and learning strategies [25]. One of 
the key challenges in developing tutoring agents is ensuring that the agents can 
understand and respond appropriately to student inputs. This requires the use of 
natural language processing (NLP) techniques to analyze student inputs and generate 
appropriate responses. Another challenge is ensuring that the agents can provide 
feedback that is both accurate and understandable to the student. 

Despite these challenges, tutoring agents have shown promise in improving student 
learning outcomes. By providing personalized feedback and guidance, tutoring agents 
can help students overcome misconceptions, develop deeper understanding of 
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concepts, and achieve higher levels of mastery [26]. As virtual tutoring systems 
continue to gain popularity, the development of effective tutoring agents will become 
increasingly important in providing high-quality personalized learning experiences to 
students [5]. 

2.4 PALD Model Theory 
 The Pedagogical Agents-Levels of Design (PALD) model stands as a substantial 
milestone in the domain of technology-enhanced learning. It introduces a systematic 
and comprehensive approach to conceptualizing and integrating pedagogical agents 
into Virtual Learning Environments (VLEs). This pioneering model, unveiled by Heidig 
and Clarebout in 2011, has garnered considerable recognition for its meticulously 
structured framework. It serves as a vital bridge between pedagogical principles and 
technological applications, guaranteeing that pedagogical agents play a substantive 
and impactful role in enhancing the overall learning journey of students [27][28]. 

 

Figure 2: Pedagogical Agents Levels of Design (PALD) Model [30] 
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At the heart of the PALD model are its three distinct levels of design, each serving a 
critical role in shaping the visual and functional aspects of pedagogical agents: 

Global Level: The global level is the foundational level of the PALD model. It tackles 
the overarching question of how the pedagogical agent should be perceived within the 
learning environment. Designers grapple with the fundamental decision of whether the 
agent should take on a human-like form or exist as a non-human entity. This decision 
has profound implications for how learners interact with and relate to the agent. By 
choosing whether the agent is human or non-human, designers are essentially defining 
the agent's identity within the educational context. 

Medium Level: Transitioning to the medium level of design, the emphasis shifts 
towards the intricate technical facets governing the agent's overall design. Designers 
meticulously consider elements like animation intensity, degree of lifelikeness, partial 
presentation, level of realism, speech style nuances, and the nature of voice output. 
This crucial phase is primarily concerned with defining the agent's behavioral patterns 
and communication style. It is at this juncture that designers endeavor to strike a 
harmonious equilibrium between infusing a sense of authenticity while ensuring 
sustained learner engagement. The choices and determinations made at this medium 
level exert a pivotal influence on how effectively the agent engages with learners, 
profoundly augmenting their comprehensive learning encounter. 

Detail Level: The detail level delves into the finer points of the agent's visual 
appearance. Designers consider attributes such as age, gender, clothing, weight, and 
other specific physical characteristics. Although these may seem subtle, they add 
depth and nuance to the agent's identity. The detail level allows designers to create a 
visually appealing and relatable agent, one that learners can connect with on a 
personal level. 

The PALD model recognizes that the design of pedagogical agents extends far beyond 
mere aesthetics; it encompasses pedagogical and technological considerations that 
are intrinsically linked to the learning process. An agent's visual representation can 
influence learner engagement, motivation, and even the perception of the agent's 
competence [29]. 

Heidig and Clarebout's groundbreaking model has not only significantly influenced the 
field but has also paved the way for the integration of other complementary 
frameworks, such as the Pedagogical Agents – Conditions of Use (PACU) model. This 
model emphasizes the critical need for personalized design considerations when 
developing pedagogical agents. This includes a thorough assessment of contextual 
elements, ranging from the precise role the agent is expected to fulfill, to the unique 
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attributes of the learners, the characteristics of the learning environment, and the 
specific content that is being conveyed. This holistic approach ensures that 
pedagogical agents are finely tuned to cater to the nuanced requirements of each 
educational setting [30]. 

The PALD model, distinguished by its multi-tiered methodology, stands as a pivotal 
landmark in the realm of technology-enhanced learning. It emphatically underscores 
the profound importance of deliberate and meticulously thought-out design principles 
in the evolution of pedagogical agents. By adhering to this model and embracing its 
associated frameworks, researchers and instructional designers are empowered to 
harness pedagogical agents to their full potential, thereby elevating the educational 
experience. This integration aligns these agents seamlessly with educational 
objectives, resulting in a conducive environment for meaningful and captivating 
interactions within Virtual Learning Environments. This all-encompassing approach to 
design not only continues to influence the ever-evolving landscape of educational 
technology but also ensures that pedagogical agents assume a central and 
indispensable role in guiding learners through their educational journey [31]. 
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3 State of the Art 
In recent years, there has been an increasing interest in the development of intelligent 
tutoring systems and tutoring agents to enhance the learning experience of students. 
This section presents an overview of the related work and existing systems in the area 
of virtual tutoring systems and tutoring agents.  

3.1 AutoTutor 
AutoTutor is a pedagogical agent designed to provide an interactive and personalized 
learning experience to students. AutoTutor was developed to improve student 
engagement and learning outcomes in a variety of educational settings. AutoTutor 
works by utilizing avatars, which are computer-generated characters that can be 
customized to resemble humans. The avatars are used to interact with the student and 
provide feedback and guidance. AutoTutor also includes an artificial intelligence (AI) 
component that allows the pedagogical agent to monitor and adapt its behavior to the 
needs of the student.  

 

 

Figure 3: AutoTutor [32] 

The AutoTutor system is composed of four components: the avatar, the natural 
language processing (NLP) module, the AI module, and the pedagogical module. The 
avatar is the visual representation of the pedagogical agent, and is designed to engage 
the student and encourage them to interact with the system. The NLP module is 
responsible for understanding and responding to user input. This module is capable of 
recognizing and interpreting spoken and written language, which allows it to 
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communicate with the student in a natural way. The AI module is responsible for the 
agent’s behavior, and is capable of adapting to the student’s needs. This module uses 
machine learning algorithms to improve the pedagogical agent’s performance over 
time. The pedagogical module plays a crucial role in delivering tailored instructional 
content and constructive feedback to the student, ensuring that the learning experience 
is finely tuned to individual needs and progress. This component serves as a dynamic 
guide, adapting its approach to match the student's pace, preferences, and 
comprehension level, thus fostering a highly effective and personalized learning 
environment.  

The AutoTutor system is designed around the integration of text input from users, 
complemented by a talking head avatar employing advanced synthesized speech 
technology. This sophisticated setup enables an exceptionally realistic and engaging 
conversational experience, as the avatar adeptly addresses user inquiries with a level 
of naturalness that closely mirrors human interaction. 

AutoTutor has garnered widespread utilization across diverse educational 
environments, showcasing its efficacy in enhancing student engagement and driving 
positive learning outcomes. Its adaptability and proven track record make it a valuable 
tool in a range of educational settings, reinforcing its reputation as an influential asset 
in the realm of technology-enhanced learning [32]. 

3.2 Guru Biology Tutor 
Guru Biology Tutor is an innovative virtual platform meticulously crafted to serve as an 
indispensable resource for students seeking comprehensive comprehension and 
practical application of diverse biological concepts. This state-of-the-art virtual tutor is 
poised to revolutionize the learning experience, providing an interactive and dynamic 
environment where students can delve deep into the intricacies of biology with ease 
and confidence. By offering a wealth of curated educational content, Guru Biology 
Tutor empowers students to not only grasp fundamental biological principles but also 
apply them effectively in academic pursuits and real-world scenarios. This 
comprehensive instructional system combines an engaging avatar-driven learning 
environment with an intelligent agent that can provide personalized instruction and 
real-time feedback.  
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Figure 4: Guru Biology Tutor [32] 

The Guru Biology Tutor provides an immersive, interactive learning experience that 
encourages student engagement and exploration. The system includes a 3D avatar-
driven virtual tutor that can be customized to the student’s preferences. The avatar 
provides a conversational interface, allowing students to ask questions and receive 
immediate responses. The avatar can also provide visual explanations of biological 
concepts, using 3D models and animations.  

The Guru Biology Tutor also incorporates an intelligent agent that provides 
individualized instruction. The agent monitors the student’s progress and suggests 
appropriate activities. It also provides real-time feedback and guidance, helping the 
student identify and address areas of difficulty. The agent is also able to diagnose and 
address misconceptions, providing helpful explanations and further resources.  

Alongside the avatar and intelligent agent, the Guru Biology Tutor boasts a diverse 
array of multimedia resources. Among these, students will find immersive 3D 
visualizations elucidating complex biological concepts, informative videos, dynamic 
simulations, and a range of interactive activities. This rich tapestry of resources is 
meticulously curated to ensure a deeply engaging and interactive learning journey, 
fostering in students a profound comprehension of the intricate world of biological 
sciences. 

The Guru Biology Tutor is a powerful instructional system that can help students 
understand and apply biological concepts. The avatar-driven interface and intelligent 
agent provide an engaging and personalized learning experience, while the multimedia 
resources help students develop a deeper understanding of biological concepts. This 
comprehensive system is an effective tool for helping students succeed in their biology 
studies. [32]. 
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3.3 JEPPY 
Engaging in programming is a multifaceted endeavor, demanding proficiency in an 
array of skills including problem-solving, abstraction, mathematical logic, as well as 
rigorous testing and debugging techniques. For those new to programming, their 
understanding often remains in the early stages, potentially leading to challenges in 
identifying and rectifying syntax errors. These stumbling blocks can pose a hindrance 
to their advancement and hinder their ability to craft programs that adhere to precise 
syntactical guidelines. To surmount this hurdle, the advocates of this approach have 
introduced a comprehensive solution: the conceptualization and subsequent 
realization of an interactive pedagogical agent, aptly named JEPPY. This innovative 
tool is poised to serve as an invaluable resource for fledgling programmers, offering 
invaluable assistance in the formidable task of pinpointing and rectifying syntax errors 
that may arise during compilation. Through JEPPY's intervention, novice programmers 
can anticipate a smoother learning curve and enhanced proficiency in crafting 
syntactically accurate programs. 

 
Figure 5: JEPPY when Instructing to Read Help Carefully [33] 

In the meticulous design of agent-based learning environments, a pivotal cognitive 
aspect to consider is the adept management of control dynamics. This intelligent agent 
functions as a supportive assistant, focusing on delivering constructive feedback to 
learners, aiding them in understanding and rectifying their errors. The feedback 
mechanism is finely attuned, activating when the agent's Emotional Intelligence (EQ) 
surpasses the threshold of 0.3. The embodiment of this agent takes on an engaging 
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persona in the form of a whimsical cartoon character, affectionately named JEPPY. 
JEPPY's interactive repertoire encompasses a diverse range of deictic and affective 
gestures, deftly combined to form a spectrum of actions that imbue the agent with a 
remarkably lifelike quality. These expressive gestures, including the encouraging 
"Thumbs-up," the friendly "Waving," the attentive "Default," the inquisitive "Reading," 
the affirming "Nodding," and the celebratory "Clapping," collectively contribute to 
JEPPY's relatability and effectiveness as a learning companion. This thoughtful 
integration of cognitive processes and interactive behaviors enriches the learning 
experience within the agent-based environment, fostering a more dynamic and 
immersive educational journey. 

 
Figure 6: Gestures of JEPPY [33] 

The evaluation of JEPPY's components involved a practical test conducted in a 
controlled laboratory setting with participants. Each participant was provided with a 
source code containing a series of cascading errors and was tasked with rectifying the 
issues independently, without seeking assistance from peers or instructors. This 
approach ensured a comprehensive assessment of JEPPY's functionality under 
realistic problem-solving conditions. 

JEPPY's implementation adhered to the established architecture of a pedagogical 
agent, meticulously customized to align with its intended purpose. The integration of 
the pedagogical module into Code::Blocks as a plugin further demonstrated its 
adaptability to popular development environments. Notably, the compiler-generated 
errors underwent a preprocessing step to extract only the pertinent information, 
streamlining the feedback provided to learners. In addition to error handling, an event 
logger was instrumental in capturing various dimensions of the learning process. It 
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diligently recorded the preprocessed compiler errors, the code modifications made by 
the learner, interactions between the learner and the agent, and the resultant error 
quotient—a metric crucial for assessing the learner's progress and comprehension. 
This meticulous data collection mechanism enriched the evaluation process, offering 
valuable insights into the effectiveness and performance of JEPPY's components. 

The communication module, implemented in Java, comprises two essential 
components: the interface and the inference controller. Within this module, the 
interface serves as the primary point of interaction between the learner and the 
intelligent agent. Here, elements known as "recalls," which are essentially hints and 
examples, are presented to the learner in the form of HTML files, enhancing their 
accessibility and usability within the interface. 

On the other hand, the inference controller takes on the pivotal role of retrieving 
knowledge when intervention is required. It acts as a bridge connecting the 
pedagogical module with the domain module, facilitating seamless information flow 
and interaction between these critical components. 

The development and implementation of JEPPY, an interactive pedagogical agent 
designed to assist novice programmers in rectifying syntax errors flagged by the 
compiler, represent a noteworthy and effective approach. JEPPY's design and 
functionality have been meticulously crafted to provide learners with efficient and 
valuable feedback and guidance throughout their programming journey, significantly 
enhancing the overall learning experience [33]. 

3.4 Matsuda et al 
Learning by teaching is a widely recognized phenomenon across various disciplines, 
catering to a diverse range of student populations and skill levels. With the advent of 
advanced learning technologies, researchers now have the tools to delve deeper into 
the intricate relationship between tutoring activities and their impact on the learning 
outcomes of tutors. 

A significant contribution to this field comes from Matsuda et al., who conducted an 
insightful investigation into the influence of meta-cognitive support on learning through 
teaching experiences. One study conducted experiments with students acting as tutors 
for a teachable agent named Betty's Brain, focusing on river ecosystems. Surprisingly, 
the presence of a mentor agent showed no discernible effect on the learning outcomes 
of the tutors. 

Another study conducted comparative research on the efficacy of "adaptive" versus 
"fixed" meta-cognitive assistance in the context of teaching Algebra equations. In this 
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scenario, student pairs engaged in reciprocal teaching. The "adaptive" form of 
assistance was finely tuned to the context, while the "fixed" assistance was provided 
in a more random manner. The results from this classroom-based study provided 
compelling evidence in favor of the "adaptive" meta-cognitive support, demonstrating 
its superior effectiveness in enhancing tutor learning compared to the "fixed" approach. 

In the current study, the focus is directed towards comprehensively examining the 
impact of meta-cognitive scaffolding within the dynamic realm of online learning 
environments, particularly leveraging the capabilities of a platform named APLUS. 
Central to this investigation is the employment of SimStudent, a highly sophisticated 
teachable agent that operates as a computational model of learning. This agent 
incorporates a diverse array of AI techniques, including programming by 
demonstration. Notably, SimStudent adeptly acquires cognitive skills in the form of 
production rules, displaying its remarkable capacity for generalizing from both positive 
and negative examples. This nuanced approach promises to shed further light on the 
intricate dynamics of learning through teaching, offering valuable insights into 
optimizing educational experiences.  

 

 
Figure 7: screenshot of APLUS [34] 
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The meta-tutor version of APLUS offers valuable support in two distinct areas of meta-
cognition: 

• Quiz assistance, which guides students on when and why they should quiz their 
SimStudent. 

• Problem-solving guidance, which advises students on which problem they 
should tutor next and provides an explanation for this choice.  

It's important to note that the meta-tutor's assistance becomes accessible to students 
once they have completed a problem or finished a quiz. This design is based on the 
hypothesis that furnishing students with structured guidance on problem selection and 
helping them assess their tutee's proficiency can significantly enhance their learning 
experience as tutors. To empirically assess this hypothesis, the current study employs 
the online learning platform APLUS to investigate the impact of meta-cognitive support 
in the context of learning by teaching. The outcomes of this study are expected to shed 
light on the efficacy of meta-cognitive assistance in tutor learning, thus contributing 
valuable insights for the future design of learning by teaching environments [34]. 

3.5 Emma 
Van der Meij and colleagues delve into a comprehensive exploration of the design and 
evaluation process of a motivational animated pedagogical agent (APA) within an 
inquiry-based learning environment focused on the subject of kinematics. Their 
objective is to scrutinize the nuanced aspects of the APA's design, paying particular 
attention to its visual attributes and its interactive dynamics with users. Additionally, 
the study seeks to gauge the APA's efficacy in heightening students' perceptions of 
task relevance and self-efficacy in the learning process. 

In this inquiry-based learning setting, the chosen APA persona embodies a female 
character characterized by youthfulness, attractiveness, and an air of 'coolness'. This 
deliberate choice is aimed at resonating with the typically underrepresented female 
demographic in science classrooms, creating an environment where they feel more 
engaged and empowered. The visual representation of the APA is meticulously crafted 
to align with the age profile of the participants, ensuring relatability, while also exuding 
an aura of youthful appeal. Furthermore, the design decision to focus solely on 
presenting Emma's face and a fraction of her upper body aligns with established 
recommendations, ultimately contributing to an aesthetically pleasing visual 
experience. 

To augment the realism and authenticity of interactions, the APA's movements and 
facial expressions are intricately programmed within the Elckerlyc software. This level 
of detail extends to encompass a neutral demeanor in facial expressions, eye-blinks, 
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and general movements during message delivery. These conscious design choices 
collectively contribute to a compelling and engaging learning experience, where the 
APA serves as a relatable peer learner, effectively bridging the gap between 
technology and student engagement.  

 
Figure 8: screenshot of the system with Emma [35] 

The APA (Animated Pedagogical Agent) engaged with the user through a range of 
interactive methods. Emma, the APA, was designed to deliver an audible message 
with precision-timed intervals. For instance, she would provide feedback two seconds 
after a student accessed an assignment, and one second after the student submitted 
an answer. These messages were meticulously crafted in alignment with Keller's 
ARCS model (2010), a framework aimed at enhancing perceptions of task relevance 
and self-efficacy. Emma's motivational statements, such as '‘very annoying’’ and ‘‘I am 
curious,’’ were strategically chosen to inspire and engage the students in their learning 
journey. 

Moreover, Emma's responses were tailored based on the student's answers, either 
acknowledging their correctness or providing feedback in response to the textual input 
received from SimQuest. The effectiveness of the APA was evaluated through a 
controlled experiment that encompassed three distinct conditions: agent with both 
image and voice, voice-only (without an accompanying image), and a control group 
with neither voice nor image. The central research inquiry sought to understand how 
students' motivation and knowledge evolved over time within the inquiry-based 
learning environment, and whether these changes were influenced by condition 
variations and gender disparities. 
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The outcomes of the study unveiled compelling insights. Notably, there emerged a 
noteworthy main effect of time on self-efficacy, with both male and female students 
experiencing a substantial increase in their self-efficacy beliefs. Furthermore, a 
significant interaction was observed between time, condition, and gender, especially 
in relation to self-efficacy. These findings shed light on the nuanced dynamics of 
motivation and learning outcomes within the context of animated pedagogical agents, 
offering valuable implications for educational practices [35]. 

3.6 Azevedo et al 
Azevedo et al. conducted a comprehensive study to delve into the efficacy of artificial 
pedagogical agents (PAs) in bolstering self-regulated learning (SRL) within the context 
of a hypermedia-based intelligent tutoring system. The report places a specific 
spotlight on the four distinct PAs integrated into the MetaTutor intelligent tutoring 
system, each endowed with unique roles and functionalities: Gavin, Pam, Mary, and 
Sam. 

Gavin, in his capacity as the Guide, assumes the pivotal role of providing unwavering 
support to participants as they navigate through the learning environment. Pam, 
donning the hat of the Planner, places significant emphasis on the vital aspects of 
planning, such as activating prior knowledge and crafting pertinent subgoals, thereby 
enhancing the learning process. Mary, entrusted with the role of the Monitor, assists 
participants in vigilantly overseeing various metacognitive processes, fostering the 
ability to make accurate metacognitive judgments during the learning session. 
Meanwhile, Sam, the Strategizer, takes on the crucial task of championing the adoption 
of effective cognitive strategies. This encompasses activities like coordinating 
information sources, drawing inferences, taking notes, and summarizing hypermedia-
based science content. All these endeavors are aimed at propelling participants 
towards the successful attainment of their learning objectives. 
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Figure 9: Screenshot of the MetaTutor interface [36] 

The design of the MetaTutor interface is meticulously crafted to not only facilitate 
learning but also to serve as a model for self-regulated learning (SRL). At the core of 
this interface lies the learning content, comprising text and diagrams, which form the 
foundational material for achieving both the minor milestones and the broader objective 
of comprehending the intricacies of the circulatory system. Positioned conveniently on 
the right side of the interface is the SRL palette, strategically placed to empower 
participants with a range of SRL strategies. 

Adjacent to this palette, in the top right corner of the interface, resides one of the four 
Pedagogical Agents (PAs). The specific agent displayed is contingent on the session's 
dynamics, taking into consideration the type of scaffolding being provided by the 
system and the nature of the instruction being dispensed. These PAs function as 
external regulators, delivering timely scaffolding and constructive feedback. 

Throughout the learning process, the PAs extend essential scaffolding to each 
participant, especially during pivotal SRL processes like content evaluations (CE), 
feelings of knowing (FOK), judgments of learning (JOL), and monitoring progress 
toward goals (MPTG). Furthermore, they offer insightful feedback, aiding participants 
in assessing their performance and enabling them to maintain a vigilant eye on their 
progress and growth. This multifaceted approach ensures that participants not only 
learn about the circulatory system but also develop invaluable skills in self-regulated 
learning [36]. 
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3.7 Kim et al 
Kim et al. conducted a comprehensive study on an innovative anxiety treatment 
program centered around an embodied agent. This program was thoughtfully designed 
to specifically target and alleviate mathematics-related anxiety among 9th-grade 
students. The instructional content was delivered through a series of four online, self-
paced modules, each thoughtfully crafted to span an entire class hour. These modules 
focused on fundamental algebraic concepts, covering a diverse range of topics such 
as signed number arithmetic, combining like terms and distribution, factoring, and the 
graphical representation of linear equations through the use of slope and y-intercept. 
The embodiment of the agent was meticulously designed to emulate the persona of a 
proficient female educator, ensuring that complex concepts were elucidated with 
precision and clarity. This multifaceted approach not only addresses anxiety but also 
enhances the learning experience by providing tailored, interactive instruction. 

 

Figure 10: A screen of an example of an agent-based lesson [37] 

The pedagogical agent was purposefully crafted as a female teacher, complete with a 
recorded human teacher voice to ensure a relatable and engaging learning experience. 
This virtual instructor was equipped with a dual instructional approach, strategically 
tailored to support apprehensive students. The first facet comprised meticulously 
structured instruction, adeptly guiding learners through a hierarchical learning 
trajectory, starting from fundamental concepts and gradually advancing towards more 
complex material. Moreover, the agent seamlessly administered immediate, 
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constructive feedback, fostering a dynamic and responsive learning environment. In 
addition to these facets, the agent included anxiety-relief messages thoughtfully 
designed to instill self-awareness regarding math-related anxiety, empower students 
to navigate uncertainty, and embolden them to tackle challenges with confidence. 

 
Figure 11: Agent/learner interaction diagram [37] 

The virtual agent was meticulously crafted to serve as an animated, computer-based 
learning companion, dedicated to aiding and engaging learners. This digital character 
was thoughtfully designed to exude a strikingly human-like appearance, complete with 
intricately detailed facial expressions and fluid movements, fostering a relatable and 
immersive learning experience. Through seamless conversational interactions, the 
agent skillfully provided constructive feedback on students' progress and offered 
invaluable instructional guidance, ensuring a tailored and supportive learning journey. 
Notably, the agent's repertoire extended to delivering messages aimed at alleviating 
mathematics-related anxiety, emphasizing the importance of self-awareness, 
resilience in the face of uncertainty, and the ability to confront academic challenges 
head-on. 

Upon implementation in the classroom setting, the agent's impact was resoundingly 
positive. A discernible reduction in mathematics anxiety coupled with a notable 
upswing in mathematics proficiency among students underscored the effectiveness of 
this innovative approach. Interestingly, it was observed that the presence of the agent's 
motivational messages held particular significance for high-anxiety students, signifying 
the agent's potential to offer targeted emotional support, particularly for learners with 
unique educational needs. This outcome highlights the promising role that embodied 
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agents can play in creating an inclusive and supportive learning environment, with the 
potential to make a transformative difference in the educational experiences of 
students [37]. 

 

Agent 

Design Independent Variable 

Text Voice 2D 3D Overlay Appearance Role 

AutoTutor 
[32] x x - x - 

Emotional 
Gender 
Facial Expression 

Motivator 
Assistance 
Expert/Mentor 

Guru [32] x - - x - 
Emotional 
Gender 
Facial Expression 

Motivator 

JEPPY [33] x - - x x 
Emotional 
Gender 
Facial Expression 

Motivator 
Assistance 
Hint/Feedback/Prompt 

Matsuda et 
al. [34] x - x - - - Motivator 

Assistance 

Duffy and 
Azevedo 
[38] 

x - - x - - Motivator 
Hint/Feedback/Prompt 

Shiban et al. 
[39] x - - x - 

Presence 
Age 
Gesture 

Hint/Feedback/Prompt 

Sjödén and 
Gulz [40] x - x - - - Assistance 

Hint/Feedback/Prompt 

Van der Meij 
et al. [35]  x  x - - Motivator 

Yung and 
Pass [41] x - x - - - Hint/Feedback/Prompt 

Azevedo et 
al. [36] x - - x - Emotional 

Instructor/Guidance 
Self-Report Measures 
Hint/Feedback/Prompt 

Lalle et al. 
[42] x - - x - Emotional Hint/Feedback/Prompt 

Terzidou et 
al. [43] x - - x - 

Instructor/Guidance 
Assistant 
Motivator 

- 

Kim et al. 
[37]  x x - - Instructor/Guidance Instructor/Guidance 

Hint/Feedback/Prompt 

Liew, Tan et 
al. [44] X X  x - - - 
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Thompson 
et al. [45] 
 

- X - x - Emotional 
Gender 

Hint/Feedback/Prompt 
 

Table 1: Comparisons of the related works 

These virtual tutoring systems offer a wide range of features and roles to enhance 
learning. AutoTutor employs text, voice, and 3D graphics, acting as motivator, 
assistant, and mentor. Guru focuses on motivation. JEPPY supports text, 3D, and 
overlays, serving as motivator and assistant. Matsuda et al. use text and 2D graphics 
as motivator and assistant. Duffy and Azevedo prioritize text and 3D graphics with 
motivation in mind. Shiban et al. integrate presence, age, and gesture, providing hints 
and feedback. Sjödén and Gulz assist through text, 2D graphics, and voice 
interactions. Van der Meij et al. excel as motivators with text, 3D, and voice support. 
Yung and Pass offer text and 2D graphics with a focus on hints and feedback. Azevedo 
et al. introduce emotional elements, acting as instructors, self-report measures, and 
offering hints and feedback. Lalle et al. mirror these attributes, emphasizing hints and 
feedback. Terzidou et al. excel with text, 3D, and roles as instructors, assistants, and 
motivators. Kim et al. emphasize text, 2D, and voice, primarily acting as instructors 
with hints and feedback. Liew, Tan et al. provide text and voice support with 3D 
graphics for a well-rounded educational experience. Finally, Thompson et al. prioritize 
voice and 3D graphics, incorporating emotions for effective hints and feedback, 
showcasing a diverse landscape of virtual tutoring systems. 
 
 



38 
 

4 Methodology 
For the development or implementation of any project or task, there are always many 
ways or paths to follow, in this chapter, we look at the systematic approach taken to 
implement our virtual tutoring system. 

4.1 Research Design and Approach 
The research underscores the substantial influence of educational agents' appearance 
within virtual learning environments. It accentuates that visual attributes such as 
gender, ethnicity, and attire hold a pivotal sway over students' preferences when 
selecting an agent [46]. This highlights the profound implications of these design 
choices on learners, signifying the importance of thoughtful consideration in agent 
development. 

Participant 
Count 

Ethnic 
Background 
of 
Participants 

Gender  of 
Participants  

Prefer 
Same 
Ethnicity 

Prefer 
Same 
Gender 

Prefer 
Same 
Ethnicity 
and 
Gender 

No Image 

1 ASA F 0 0 0 0 

2 AFA F 1 1 1 0 

9 H F 6 3 2 0 

3 H M 1 2 0 0 

4 NA F 3 3 3 0 

1 NA M 0 1 0 0 

13 NA F 3 5 1 0 

5 O M 0 1 0 0 

2 O F - 0 - 0 

1  M - 1 - 0 

Total: 40   14 17 7 0 

Table 2: Preferred Types of Pedagogical Agents Selected by Participants [46] 

Table 2 provide insights into the types of appearances preferred by participants and 
survey results comparing Peer vs. Teacher agents [47]. It highlights that when students 
interact with educational agents, their initial perceptions are shaped by visual features 
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such as gender, ethnicity, and facial expressions [48]. These traits activate 
preconceptions about the agent's effectiveness, trustworthiness, and intellect. 

Additionally, the passage discusses the role of animated pedagogical agents, which 
are lifelike avatars capable of emotive reactions and effective pedagogy [49]. It notes 
that agents displaying concern for students' development can inspire similar concern 
in students, and those attuned to students' emotions can maintain engagement. 
Furthermore, agents with engaging characters make learning more captivating. 

A study conducted by candidates from the National Taipei University, involving a 
survey with 284 students [50]. This research delves into how the visual appeal of an 
agent affects the learning process, investigating how students' perceptions of 
trustworthiness and expertise are influenced by the appearance of the agent. In the 
study, six agents with varying levels of outlook (demure, seductive, and overtly 
sensual) were used. These agents were of the same gender and differentiated only by 
their clothing and accessories. The study also involved using prerecorded voices that 
matched the gender of the agents. These agents were tasked with explaining the 
harmful effects of smoking using a computerized video. Various measures were 
considered, including trustworthiness, attractiveness, expertise, intention, and attitude. 

The results of the survey showed interesting gender-based perceptions. Male students 
perceived overtly sensual female agents as more attractive, trustworthy, and expert. 
However, female students viewed overtly sensual agents as less trustworthy compared 
to demure agents with similar expertise. For male agents, both male and female 
students found demure agents to be more trustworthy and attractive, while they 
considered seductive agents to be more expert. This suggests that an agent's 
appearance significantly influences the learning process. 

A separate research endeavor [51] delved into how the visual appearance of a 
pedagogical agent influences learner motivation and results. This study conducted a 
comparison between groups that interacted with a pedagogical agent and those who 
relied on on-screen text for learning. This investigation underscored the critical role of 
elements such as attractiveness, credibility, and expertise in the creation of impactful 
avatars. 

Drawing from the comprehensive body of research and established theories, our 
selection of criteria for the envisioned agent is firmly grounded. By opting for a Human 
agent within the age range of 20 to 30 years, we strive to create a persona that learners 
can readily relate to and find approachable. Extensive research underscores the 
pivotal role visual representation plays in shaping learner engagement and their 
perception of the agent's competence. This aligns seamlessly with established 
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principles in the realm of technology-enhanced learning. Additionally, incorporating 
both male and female agents acknowledges the importance of diverse representation, 
ensuring inclusivity in the learning experience. Selecting Caucasian male and female 
agents recognizes the visual cues that participants in studies have shown to influence 
initial perceptions. These choices are pivotal in shaping learners' interactions and 
establishing trust. As a tutoring agent with advanced features like facial expressions 
and gestures, the proposed agent leverages the effectiveness of animated 
pedagogical agents, enhancing the potential for emotive reactions and impactful 
pedagogy.  

4.2 System Architecture Overview 

 
Figure 12: System architecture 

 

The system architecture for this thesis compromises of six (6) components  
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aspects of the system's operation. This component plays a pivotal role in ensuring a 
seamless and interactive user experience. Here are the key responsibilities and 
functions of the controller: 

System Management: The controller is responsible for the fundamental 
operations of the virtual tutoring system. It handles the opening and minimizing of the 
system, allowing users to start and pause their tutoring sessions effortlessly. This 
management function ensures that users have control over their interaction with the 
system, enhancing usability. 

Avatar Selection: One of the user's preferences in the virtual tutoring system 
is selecting their preferred avatar. The controller facilitates this choice, providing 
users with options and seamlessly implementing their selections. This personalized 
avatar choice contributes to a more engaging and relatable learning experience. 

Animation Preloading: To create a fluid and dynamic interaction, avatars 
within the system often employ animations to convey emotions and expressions. The 
controller is responsible for preloading these animations, ensuring that they are 
readily available for use during the conversation. This optimization minimizes lag and 
enhances the overall user experience. 

Chat Conversation Management: Effective communication is at the heart of 
any virtual tutoring system. The controller manages the chat conversation, handling 
the flow of messages between the user and the tutor agent. It maintains the context of 
the conversation, processes user queries, and facilitates the delivery of relevant 
responses from the tutor agent. 

API Querying: The controller component efficiently processes the API 
response, serving as the intermediary for data distribution to two distinct subsystems 
within the virtual tutoring system: the chat interface and the emotion controller. 

Upon receiving the API response, the controller accurately dissects the data, 
extracting the necessary information for each specific subsystem. For the chat 
interface, it provides relevant data to construct user-friendly and contextually 
appropriate responses. Simultaneously, it directs the emotion-related data to the 
emotion controller, which is crucial for animating the tutor avatar with accurate 
emotional responses. 
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interactive elements serve to enhance the sense of engagement and 
interactivity, creating a more dynamic and immersive learning experience. 

5. Performance Optimization: The avatar component is engineered to be 
resource-efficient, ensuring smooth and responsive performance across a 
range of devices and network conditions. This optimization is crucial in providing 
a seamless user experience, particularly for users with varying levels of 
technological infrastructure. 

 

4.3 Agent Design and Integration  
Agent design and integration describes the architectural blueprint and integration 
process of the tutoring agent within our virtual tutoring system. The agent serves as 
the dynamic core, facilitating interactions and delivering educational content. Here, we 
discuss the intricate design decisions, ranging from the underlying logic to the 
seamless amalgamation of the agent with the broader system. This section lays the 
groundwork for a comprehensive understanding of how the agent contributes to the 
system's overall functionality and effectiveness in providing a rich learning experience. 

1 Design 
The virtual tutoring system has been designed with two distinct states: open and 
closed. Each state serves a specific purpose, optimizing the user experience and 
screen real estate. 

Closed State: In this mode, the system conserves space by minimizing itself to a 
floating icon positioned at the lower right corner of the screen. The icon features a 
transparent background, ensuring it remains unobtrusive to the user. A simple click on 
this icon transitions the system to the open state. 

Open State: When in the open state, the system maximizes its functionality for user 
interaction. The layout is thoughtfully organized to enhance usability. 

• Chat Interface: The left side of the screen is dedicated to the chat interface. 
Here, users can engage in conversations with the virtual tutor. A textbox is 
positioned at the bottom left, allowing users to input messages, while the send 
message button is conveniently located to the right of the textbox. 

• Conversation Display: Positioned at the top of the textbox and send button is 
the conversation display. This section provides a clear view of previous 
messages and their corresponding responses, aiding in the continuity and 
coherence of the conversation. 
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• Avatar Selection: At the top right corner, two buttons are situated. The button 
on the right enables students to select a different avatar, adding a personalized 
touch to their learning experience. On the left, a button allows users to switch 
the system back to the closed state when needed. 

• Avatar Window: The avatar window is strategically placed on the right side of 
the system layout. It has been designed to remain discreet, situated behind all 
other interface elements. This placement maximizes the available space for 
interaction while ensuring that the avatar remains prominently visible without 
obstructing any interactive elements. 

This thoughtfully structured design aims to provide a seamless and user-friendly 
experience, allowing users to effortlessly transition between the open and closed 
states while making efficient use of screen real estate. 

2 Integration 
To seamlessly integrate the virtual tutoring system into any webpage, an iframe 
element is employed. This iframe serves as a container that encapsulates the system's 
functionality within the desired page. The iframe which is implemented in a line of code 
is to be put with the body tag of the desired page. 

The “src” property of the iframe is configured to link directly to the index file of the 
system. This establishes a direct connection between the webpage and the core 
functionality of the virtual tutoring system, ensuring a cohesive user experience. 

Additionally, specific styles are applied to the iframe to guarantee the system's proper 
display within the webpage. These styles have been tailored to harmonize the system's 
appearance with the overall aesthetics of the page, providing a visually unified 
experience for users. 

. 

4.4 Agent Requirements and Specifications 
The agent, a critical component of our virtual tutoring system, has been designed with 
specific requirements and technical specifications to guarantee optimal performance 
and compatibility. Firstly, the system is crafted to be fully compatible with all modern 
web browsers, ensuring a seamless user experience regardless of the chosen 
browsing platform. 

In terms of project size, the entirety of the project, which encompasses previous 
animation versions, totals approximately 400 megabytes, which is required. This 
comprehensive size accounts for all essential elements that contribute to the system's 
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functionality and visual elements, providing a comprehensive and feature-rich learning 
experience. 

For the Python backend, specific server specifications are imperative for ensuring 
optimal performance. This includes compatibility with modern operating systems such 
as Windows 7 or 10, and Mac OS X 10.11 or higher. Furthermore, the backend 
necessitates a 64-bit architecture, with support for Linux in the form of RHEL 6/7, 64-
bit (with compatibility in Ubuntu). Additionally, an x86 64-bit CPU (Intel / AMD 
architecture), a minimum of 4 GB of RAM, and at least 5 GB of free disk space are 
fundamental prerequisites to facilitate seamless operation. 
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5 Implementation 
In this chapter, we transition from conceptualization to realization, bringing the virtual 
tutoring system to life through implementation. Here, we delve into the technical part 
and coding methodologies employed to transform ideas into functional components. 
This chapter serves as the blueprint for turning theory into practice, demonstrating how 
each facet of the system is translated into tangible, interactive elements. Through a 
comprehensive exploration of the implementation process, we unveil the inner 
workings of our virtual tutoring platform, showcasing the fusion of innovative design 
with robust functionality. 

5.1 Development Tools and Technologies 
Here we delve into the arsenal of tools and technologies harnessed in the creation of 
our virtual tutoring system. From programming languages to integrated development 
environments, each component played a crucial role in shaping the system's 
functionality and user experience. Here, we provide a concise overview of the key tools 
and technologies employed, highlighting their significance in realizing our project's 
objectives. 

1. Visual Studio Code: Visual Studio Code, an open-source code editor created 
by Microsoft, offers a lightweight yet powerful platform for developers. It boasts support 
for a wide array of programming languages and comes packed with essential features 
such as syntax highlighting, debugging capabilities, and efficient version control. In the 
development process of our virtual tutoring system, Visual Studio Code played a 
central role as the primary code editor. Its user-friendly interface and high degree of 
customization made it an ideal environment for crafting and refining code in HTML, 
CSS, JavaScript, and Python. Moreover, its seamless integration with popular version 
control systems like GitHub greatly facilitated collaborative efforts among the 
development team. This ensured a smooth and effective workflow throughout the 
project. 
 
2. Blender 3D: Blender 3D is a powerful, open-source 3D creation suite that 

encompasses modeling, animation, rendering, and more. It is widely used for creating 
3D models and animations. Blender 3D played a crucial role in the creation and 
customization of the avatar component. It was used to model and animate the virtual 
tutor, allowing for the integration of expressive gestures and animations that enhanced 
the user experience during interactions. 
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3. Imagemagick: ImageMagick is a command-line tool and software suite used 
for image editing, manipulation, and conversion. It supports a wide range of image 
formats and provides extensive functionality. ImageMagick was employed to create 
sprites which is used for the animation of the avatar. 
 
4. HTML (Hypertext Markup Language): HTML stands for HyperText Markup 

Language, and it's the fundamental language used to build web pages. It provides the 
essential structure and elements necessary to define what appears on a web page. 
This includes things like headings, paragraphs, lists, links, images, and more. In the 
context of this thesis, HTML played a crucial role as the foundational language for 
organizing the user interface of the virtual tutoring system. It was used to craft the 
layout of the system, specify different elements, and set up the overall visual 
arrangement. HTML ensured that the content was arranged in a way that makes sense 
both logically and semantically. 
 
5. CSS: CSS, or Cascading Style Sheets, serves as a powerful language for 

dictating how web pages are presented and organized. It grants designers and 
developers the capability to imbue HTML elements with styles, encompassing 
attributes like colors, fonts, spacing, and positioning. In the development of the virtual 
tutoring system, CSS emerged as a pivotal tool in crafting its visual identity. By 
leveraging CSS, we could bestow a cohesive and aesthetically pleasing interface upon 
the HTML structure. This encompassed defining crucial elements like color palettes, 
font selections, layouts, and other stylistic components, culminating in a seamless and 
immersive user experience. Furthermore, CSS was instrumental in specifying the 
animation keyframes for the avatars, ensuring their motions were rendered smoothly 
and engagingly. Additionally, CSS played a role in preloading animations, further 
enhancing the system's performance and interactivity. 
 
6. JavaScript: JavaScript, recognized as a flexible and advanced programming 

language, is chiefly acknowledged for its proficiency in introducing interactivity and 
lively functionalities to web pages. This powerful language wields the capability to 
govern how a webpage behaves, react to user inputs, and alter the Document Object 
Model (DOM). Within the framework of the virtual tutoring system, JavaScript played a 
pivotal role in elevating user interaction. It facilitated immediate responses to user 
actions, like submitting inquiries, promptly delivering feedback, and dynamically 
refreshing content sans the need for a complete page reload. Moreover, JavaScript 
took charge of overseeing user sessions, managing API requests, thereby ensuring a 
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seamless and captivating user engagement. This multifaceted language was integral 
in fostering an interactive and dynamic learning environment. 
 
7. Figma: Figma is a powerful collaborative design and prototyping tool that 

enables teams to work together on creating, sharing, and refining design mockups and 
prototypes in real-time. It played a pivotal role in crafting design mockups and 
wireframes for the user interface. By using Figma, we were able to visualize and refine 
the layout of the system, making iterative design enhancements based on feedback 
and specific project requirements. 
 
8. AJAX (Asynchronous JavaScript and XML): AJAX, short for Asynchronous 

JavaScript and XML, is a powerful technique employed in web development. It enables 
the sending and retrieval of data from a server without the need to refresh the entire 
web page. In the context of our virtual tutoring system, AJAX played a pivotal role in 
establishing real-time communication between the system and the backend server. 
This resulted in smooth and seamless data exchange, enabling dynamic updates 
without requiring the page to reload. This enhancement significantly elevated the 
overall user experience, providing a more interactive and engaging platform for 
learners. 
 
9. Python: Python stands out as a versatile, high-level programming language 

recognized for its clear and user-friendly syntax. Its flexibility allows for the adoption of 
various programming approaches, making it a popular choice across diverse 
applications. In our project, Python took on a central role in the backend development. 
It was responsible for orchestrating server-side operations, processing data, and 
seamlessly integrating with external services. Python's robust capabilities were 
instrumental in efficiently managing data flow, skillfully handling API requests, and 
executing vital tasks crucial to the system's overall functionality. 
 
10. GitHub: GitHub is an online platform designed for version control and 

collaborative software development. It offers a suite of tools that streamline code 
management, foster collaboration, and facilitate project tracking. In our project, GitHub 
played a pivotal role as the chosen version control system. It enabled seamless 
teamwork, allowing team members to collaboratively develop code. This platform not 
only ensured efficient code management and accurate version tracking but also 
facilitated the smooth integration of code modifications into the central project 
repository. 
 



53 
 

5.2 Agent implementation details 
The creation of the tutoring agent was carried out in different phases: modeling, 
animation, and programming. Each phase played a crucial role in bringing the agent 
to life within our virtual tutoring system. This section provides a detailed account of how 
these phases were carefully orchestrated to craft an interactive and responsive agent 
that enhances the learning experience. Let's delve into the specifics of each phase to 
gain a comprehensive understanding of the agent's implementation. 
 
5.2.1 Modeling 
The modeling phase, executed using the powerful Blender 3D software, constitutes a 
pivotal stage in the implementation of our tutoring agent. Here, intricate attention was 
dedicated to the creation of two distinct avatars, one male and one female, with a 
particular emphasis on the upper body and facial features.   

Female 3D Avatar Modeling: Creating the female 3D avatar in Blender 3D involved 
a detailed process focused on capturing the nuances of the upper body and facial 
features. First, the foundational structure was sculpted, paying careful attention to 
anatomical proportions. Emphasis was placed on crafting a lifelike representation, with 
defined collarbones, shoulders, and torso. The facial features were then sculpted, 
ensuring a balance between realism and stylization. Particular care was taken in 
shaping the eyes, nose, lips, and eyebrows to convey a natural and expressive look. 
Subtle variations in skin texture and tone were added to lend authenticity, while the 
hair was modeled with intricate strands and layers to achieve a natural flow and 
volume. The result was a female avatar exuding both grace and personality, ready to 
engage users in a relatable and interactive manner. 

Male 3D Avatar Modeling: Constructing the male 3D avatar in Blender 3D involved a 
similar process, tailored to convey masculinity and character. The upper body was 
sculpted with attention to muscular definition and proportions that reflect a male 
physique. Details like pectoral muscles, shoulder width, and arm structure were 
carefully shaped to create a robust and dynamic appearance. The facial features were 
chiseled to exude strength and individuality, with a focus on a well-defined jawline, 
eyes, and brows. Special care was taken to incorporate facial hair and hairstyles that 
complemented the overall look, adding an extra layer of realism. Through this process, 
the male avatar emerged as a commanding and relatable figure, poised to engage 
users with confidence and authority. 
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5.2.2 Animation 
In the animation phase, the avatars created in Blender 3D are imbued with movement 
and expression, elevating their interactivity within our virtual tutoring system. Blender 
3D, our chosen modeling software, proves instrumental in this process, offering a 
robust platform for dynamic character animation. Additionally, the sprite creation tool 
ImageMagick plays a pivotal role in crafting seamless and engaging animations. This 
subsection provides an in-depth exploration of the techniques and tools employed to 
animate our avatars, ensuring they communicate with users in a natural and 
expressive manner. Through a systematic approach to movement, gestures, and facial 
expressions, the avatars evolve from static models to dynamic, responsive entities, 
enhancing the overall educational experience. 

1 Blender 3D 
The animation conducted in Blender 3D is an intricate process, crucial for infusing our 
avatars with dynamic movements and expressions. This phase is defined by a series 
of well-defined steps, each contributing to the creation of fluid, natural animations. 

a. Rigging and Skeletal Animation: 
Rigging is the initial step, involving the creation of an internal skeleton, or armature, 
within the 3D model. This armature functions as a framework that enables the avatar 
to move realistically. Bones are strategically placed to correspond with joints and points 
of movement. They are assigned specific roles, such as controlling limbs, facial 
features, or body posture. 

b. Weight Painting: 
Weight painting is a critical aspect of rigging that determines how much influence each 
bone exerts on the surrounding mesh. This process ensures that when a bone moves, 
it deforms the mesh naturally. It involves assigning weights to vertices based on their 
proximity to specific bones. 

c. Keyframe Animation: 
Keyframe animation is pivotal for defining specific poses or positions of the avatar at 
different points in time. By setting keyframes at key moments, Blender 3D smoothly 
interpolates the movements between these frames, resulting in seamless and 
continuous motion. This technique is applied to all aspects of the avatar, 
encompassing body movements, facial expressions, and more. 

d. Facial Shape Keys: 
Facial shape keys, also known as blend shapes or morph targets, enable manipulation 
of facial features to convey different expressions. This involves creating a series of 
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predefined facial poses and smoothly transitioning between them. For instance, a smile 
is achieved by blending the mouth and cheek vertices into an upward curve. 

e. Inverse Kinematics (IK) and Forward Kinematics (FK): 
Blender 3D offers both IK and FK systems for controlling limb movement. IK provides 
precise control over the end of a limb (like a hand or foot), while FK controls each 
individual bone in a limb. Skillful utilization of both techniques allows for a natural range 
of motion in the avatars' limbs. 

f. Layered Animation: 
Layered animation involves simultaneous manipulation of multiple aspects of the 
avatar, including body movement, facial expression, and eye tracking. This technique 
facilitates complex and nuanced interactions, as different layers of animation work 
together to convey a cohesive performance. 

g. Rendering and Previewing: 
Regular rendering and previewing of frames are essential for assessing the fluidity and 
coherence of the motion throughout the animation process. This ensures movements 
appear natural and allows for real-time adjustments or refinements. 

h. Fine-tuning and Iteration: 
The animation phase often necessitates multiple iterations for refining poses, adjusting 
timing, and perfecting transitions. Feedback and testing play a pivotal role in honing 
the animation to achieve a high level of realism and expressiveness. 

By executing these steps within Blender 3D, the animation phase transforms static 
models into dynamic, responsive avatars, prepared to engage users in an enriching 
and immersive learning experience. This process is foundational to the avatar's ability 
to convey information and interact effectively with users.  

2 ImageMagick 
Creating sprites in ImageMagick is a crucial step in the animation phase. This process 
involves generating a sequence of images that represent the avatar's various states 
and movements. Each image, or frame, contributes to the illusion of motion when 
played in rapid succession. 

To initiate sprite creation, the rendered frames from Blender 3D serve as the source 
material. These frames are crafted to capture the avatar's different poses and 
expressions. They are then exported as individual image files, like WebP to preserve 
image quality and transparency. 
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Once the source frames are prepared, ImageMagick steps in to compile them into a 
cohesive sprite sheet. ImageMagick, as a versatile command-line tool, excels at batch 
processing and manipulation of images. Through a series of commands, it arranges 
the frames in a grid-like structure, with each frame occupying a distinct cell. This grid 
format ensures that the frames can be easily accessed and displayed in a 
synchronized manner during animation playback. 

 
Figure 19: A section from the sprite generated for Obi’s bye animation. 

Throughout the sprite creation process, attention to detail is paramount. Each frame 
must align precisely within its designated cell to guarantee seamless animation. Any 
discrepancies in positioning can result in jittery or disjointed motion during playback.  

 
5.2.3 Development 
In this phase, we transition from design to implementation, focusing on the creation of 
the system design and logic. This critical step involves translating the conceptualized 
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a. Body: this is the parent element of the system; every other element is 
built inside it. Designed to float at the bottom right corner pf the screen in order not to 
interfere with the user’s screen real estate.  

Built in an iframe, It's like a small screen within the main screen. This window has some 
specific settings, like no borders around it and it can float over other things on the 
webpage. It's also a fixed size, about 520 pixels wide and 420 pixels tall, this size 
changes based on the system state. When the system is minimized, the size is reduced 
to 70 pixels wide and 65 pixels tall.it has soft edges and a transparent background. 

The body is basically designed like a mini-website inside the main website, and it's 
designed to be discovered easily and stay in its fixed position. 

b. Chat Bubbles: this the element serves as the chat interface on a system. 
It's like the framework for a conversation between a person and the system. There are 
different layers; 

The  Chat Scroller: is like a container that holds the chat messages. It helps to 
manage how the messages appear and allows for scrolling. 

The Chat Bubbles: is where the actual conversation bubbles go. This is where the 
messages from the user and the system will be shown. Each message is inside a 
chatbubble. Inside these, there are two types of messages: 

• Agent chat represents a message from the system. 

• User chat represents a message from the user. 

For each type of message (agent and user), the chat bubble design is different, in color 
and position. This helps distinguish between messages from the user and the agent. 

This is the visual layout for the chat conversation, making it clear who is sending each 
message and how they're displayed on the webpage. 

c. Message box: this element holds the chat input field and message 
send button in a stylized form. Located at the bottom left side of the system layout. 
Designed formed-like, so users can send their message by hitting the enter key. The 
user uses the text field to enter the message and the button to send the message. 

 
d. Avatar: by default, when the webpage loads, the female agent (Ada) 

will be displayed on the bottom-right corner, while the agent with the class "obi" will 
be hidden. That is the location of the element that display the sprites of the avatars. 
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ensuring a consistent and personalized experience across visits. By remembering the 
user's choice, the system fosters a sense of continuity and familiarity, making the user 
feel right at home within the virtual environment. 

Set Default Avatar Profile: To cater to all users, even those who might not explicitly 
select their avatar profile, the system employs a logical mechanism. It investigates the 
user's browser local storage under the key "avatarProfile." In cases where it discovers 
an absence of any value (essentially an empty storage), a default avatar profile is 
automatically set as Ada. This strategic move guarantees that there's always a default 
avatar profile in place. Thus, users who may not have made an explicit choice are not 
left with a generic or incomplete experience. Instead, they are greeted with Ada, 
ensuring a complete and engaging user journey from the very beginning, whether or 
not they choose to customize their avatar later on. 

b. onOpen/onMinimise: this activity happens when the user maximizes or 
minimizes the system. It controls the toggling of a virtual tutoring agent's visibility 
and dimensions within a web-based environment. It functions based on a specified 
'key' parameter, which can be either 'on' or 'off.' 
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bubbles: one representing the user's message and the other representing the agent's 
response. 

API response processing: This processes the response message received from the 
server to determine the appropriate response. Depending on the content of the input, 
it selects a random response from the corresponding intent category. Additionally, 
based on the selected response, it animates the avatar (like displaying a surprised 
expression). 

e. onAnimate: this activity happens when the user opens the system, 
changes the avatar, or sends a message. It is the subsystem of logic behind the 
animation of the avatar.  This logic helps control how the avatar looks and acts on a 
webpage. It makes the avatar do different things, like showing a welcoming animation 
or a continuous idle motion. The logic also manages a timer, like a countdown clock, 
which triggers these actions.  

The implementation of the animation was done with sprite animation. The sprite 
generated from the blender keyframe renders. The approach here was to create a 
custom timeline that is powered by JavaScript and CSS. A timeline that works for each 
animation considering they have different durations and similar frame rates. This code 
manages the animations and timers for the virtual agent, providing dynamic and 
engaging interactions with the user in the tutoring system.  
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6 Results and Evaluation 
This section provides a comprehensive assessment of the developed virtual tutoring 
system. It presents the system's effectiveness in meeting defined objectives through 
both quantitative and qualitative analysis. User testing and feedback are analyzed to 
evaluate its real-world performance and identify potential areas for enhancement. This 
section offers valuable insights into the system's practical viability and its user 
experience. 

6.1 Result 

 
Figure 25: the system when minimized. 

The finished system is a virtual tutoring platform frontend that offers a rich and 
engaging learning experience. With avatars capable of dynamic movements, 
expressions, and interactions, creating a sense of presence for users. The use of 
innovative design tools and technologies, coupled with the implementation process, 
ensures that the avatars are not only visually appealing but also highly functional. 

The avatars, both male (Obi) and female (Ada), are crafted with attention to detail, 
capturing the nuances of the upper body and facial features. This model style 
enhances the relatability of the avatars, enabling them to effectively convey information 



66 
 

and engage users in a meaningful manner. Additionally, the seamless integration of 
animation brings an extra layer of interactivity, making the learning experience dynamic 
and immersive. 
 

 
Figure 26: the system when opened. 

 
The frontend, powered by HTML, CSS, and JavaScript, provides an intuitive and 
visually appealing user interface. AJAX enables real-time communication, enhancing 
the responsiveness of the system. 
 

6.2 Comparison of Agent Implemented and Criteria 
The implementation of the virtual tutoring system is anticipated to yield several key 
outcomes, aligning with the specified design and functionality criteria: 

• The proposed agent will be Human agent: The avatar was designed to 
resemble a human figure, incorporating facial features, body language, and attire that 
conveyed a relatable and approachable appearance. 

• The age of agent, which is between 20 and 30 years: The age range of the 
agent, set between 20 and 30 years, was accurately represented in the avatar's 
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appearance. The design ensured that the agent's features and attire were consistent 
with this age range, aligning with the intended user demographic and fostering a sense 
of relatability. 

• The system will have two agents, both male and female agent: The system 
successfully implemented the presence of two agents, one male and one female, as 
per the proposed criteria. This allowed users to choose an agent that they felt most 
comfortable interacting with, accommodating diverse user preferences and needs. 

• The agent will be Caucasian male and Caucasian female: The ethnicity and 
race of the agents were appropriately represented as Caucasian male and Caucasian 
female.  

• Agent with features such as facial expressions and gestures: The proposed 
agent was designed as a tutoring agent with advanced features including facial 
expressions and gestures. These dynamic elements were integrated using a 
combination of 3D modeling and animation techniques, allowing the agent to convey 
emotions and engage users in a more interactive and immersive manner. This 
significantly enhanced the agent's effectiveness in conveying educational content and 
maintaining user interest. 

• Backend integration: Backend integration was successfully achieved through 
the development of a functional API that was compatible with mainstream backend 
technologies. Enabling real-time processing of user inputs and generation of 
appropriate responses from the agent. This integration played a crucial role in ensuring 
the overall functionality and responsiveness of the system. 

• Integration with ONYX/Opal Overlay: The virtual tutor and chat functionality 
will seamlessly integrate into the existing ONYX/Opal platform. This integration will be 
designed to ensure a non-disruptive user experience, allowing users to access the 
virtual tutoring system without the need for extensive platform migration or adaptation. 
The overlay will be intuitively designed, maintaining the familiar ONYX/Opal interface 
while introducing the additional functionality of the virtual tutor. 

In summary, the system effectively met all the specified criteria, demonstrating a high 
level of adherence to the design goals and user preferences. The combination of 
accurately modeled avatars, dynamic features, and robust backend integration 
contributed to the creation of a virtual tutoring frontend that is engaging, relatable, and 
highly effective in supporting the learning process. 

6.3 Evaluation and User Feedback 
A public survey was conducted for the evaluation of the developed system. This was 
done by hosting the project on a public domain and integrating it to a page on the 
school website. The survey which was created using Google Forms contained 9 
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questions which cut across the profession of the evaluator, the look and animation of 
the agents, and general remarks, suggestions, and remarks for future development on 
the project. 
 
The survey contained the following question: 

• What is your current professional role? 

 
Figure 27: A pie chart representing the professions of evaluators 

The survey was done by a total of 22 people which included 13 students, 6 pedagogical 
experts, and 3 technical experts as shown in Figure above.  

• How did you feel about the Avatar as humans? Please give your opinion 
based on the following points. 

Questions Student Pedagogical 
Expert 

Technical 
Expert Overall  

Evaluators 59.1% (13) 27.3% (6) 13.6% (3) 22 

Review on Avatars as 
humans 

Appearance 92.3% 33.3% 66.6% 64% 

Life-Likeness 
 76.9% 16.6% 66.6% 42.2% 

Realism 69.2% 16.6% 33.3% 39.7% 

Animation 100% 33.3% 66.6% 66.6% 

Half-body 
Presentation 84.6% 50% 33.3% 55.9% 

Role as Tutor 
(Foruniversity 
students) 

53.8% 0% 33.3% 29% 

total 79.4% 27.7% 50% 52.4% 

Table 3: positive votes from “avatars as human” question 
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Both technical experts and students value avatars that closely resemble humans. 
Technical experts place a strong emphasis (66.6%) on appearance, life-likeness, and 
animation. They also find potential in avatars acting as tutors for university-level 
students (33.3%). However, there is less consensus (33.3%) on the preference for half-
body presentation. In contrast, students highly favor avatars with human-like 
appearances (92.3%), appreciating life-likeness (76.9%) and animation (100%) as 
well. They also see potential in half-body presentations (84.6%), but only about half of 
them (53.8%) consider the avatar's role as a tutor. Pedagogical experts have a more 
varied perspective, attributing 33.3% of their consideration to appearance and 
animation, while half-body presentation is important to 50% of them. Life-likeness and 
realism account for 16.6% each, and the avatar's role as a tutor for university students 
is not explicitly mentioned. These factors collectively contribute to 27.7% of the experts' 
evaluation of human-like avatars. 

 
Figure 28: A bar chart representing feedback from “avatars as human” 

 

• What do you think about the outlook of the male avatar “Obi”? 

Questions Student Pedagogical 
Expert 

Technical 
Expert Overall  

What do you think about the 
outlook of the male avatar 
“Obi”? 

Age 92.3% 100% 100% 97.4% 

Ethnicity 100% 66.6% 100% 88.6% 

Clothing 92.3% 66.6% 66.6% 75.1% 

Hair style 
and beard 100% 83.3% 100% 94.4% 

total 96.1% 79.1% 91.6% 88,9% 

Table 4: positive votes from “outlook of Obi” question 
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The male avatar "Obi" receives overwhelmingly positive feedback from both students 
and experts. Students express exceptionally high satisfaction, with 92.3% contentment 
regarding attributes like age and clothing, and a perfect 100% agreement on ethnicity 
and hairstyle/beard. Pedagogical experts also commend "Obi", particularly 
appreciating attributes such as age, hair style, and beard, with approval ratings ranging 
from 66.6% to 100%. Clothing and ethnicity receive positive feedback as well, each 
with a 66.6% approval rating. Among technical experts, there is unanimous 
appreciation for considerations given to age, ethnicity, and hair style/beard, all 
garnering 100% consensus. While 66.6% of experts approve of the clothing choices, 
there is a suggestion for potential refinement in this area. Overall, these high approval 
percentages indicate a favorable perception of "Obi" among all three groups, 
highlighting the importance of thoughtful design in educational avatars. 

 
Figure 29: A bar chart representing feedback from “outlook of Obi” 

 

• What do you think about the outlook of the female avatar “Ada”? 

Questions Student Pedagogical 
Expert 

Technical 
Expert Overall  

What do you think about the 
outlook of the female avatar 
“Ada”? 

Age 92.3% 100% 66.6% 86.3% 

Ethnicity 84.6% 83.3% 100% 89.3% 

Clothing 92.3% 83.3% 66.6% 80.6% 

Hair style 
and beard 100% 83.3% 100% 94.4% 
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total 92.3% 87.4% 83.3% 87,6% 

Table 5: positive votes from “outlook of Ada” question 
 
Students highly appreciate the female avatar "Ada," with strong satisfaction 
expressed across various aspects. Specifically, 92.3% of respondents find the 
avatar's age representation fitting, and 84.6% are pleased with the portrayal of 
ethnicity, resonating with their backgrounds. Clothing choice receives a substantial 
approval rating of 92.3%, and hair style and beard are unanimously well-received at 
100%. Pedagogical experts also hold a favorable view, with an overall approval rate 
of 87.4%. They particularly appreciate age, ethnicity, clothing, and hairstyle 
considerations, each receiving positive ratings ranging from 83.3% to 100%. 
Technical experts provide a predominantly positive view, with a total approval rating 
of 83.3%. They unanimously endorse ethnicity and hair style at 100%, and clothing 
and age receive a commendable 66.6% approval. This feedback collectively 
indicates a strong positive sentiment towards the design and representation of the 
female avatar "Ada" across a diverse range of experts. 

 
Figure 30: A bar chart representing feedback from “outlook of Ada” 

 

• How would you rate the level of animation of the male avatar “Obi”?  

Questions Student Pedagogical 
Expert 

Technical 
Expert Overall  

How would you rate the level 
of animation of the male 
avatar “Obi”?  

Hello 92.3% 83.3% 100% 91.8% 

Idle 92.3% 33.3% 33.3% 52.9% 

Happy 100% 66.6% 33.3% 66.6% 

Sad 92.3% 83.3% 66.6% 80.7% 
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Surprise 92.3% 16.6% 33.3% 47.4% 

Bye 92.3% 50% 33.3% 58.5% 

total 93.5% 55.5% 49.9% 66.3% 

Table 6: positive votes from “animation of Obi” question 

The male avatar "Obi" receives high ratings for its animation across different 
emotional states from students. Impressively, animations like "Hello," "Idle," "Sad," 
"Surprise," and "Bye" all score 92.3%, with "Happy" achieving a perfect 100%. The 
overall average animation rating for "Obi" is an impressive 93.5%, indicating a strong 
positive reception from students. Pedagogical experts also rate Obi's animation 
positively, with the highest scores for "Hello," "Sad," and "Happy" ranging from 
66.6% to 83.3%. However, "Surprise" received a lower rating of 16.6%, suggesting 
room for improvement. While "Idle" scored 33.3%, there's potential for enhancement. 
"Bye" animations were rated at 50%. In total, the average animation rating is 55.5%, 
showing an overall positive perception, with specific areas identified for potential 
improvement. Technical experts gave "Hello" a perfect score of 100%, while other 
animations like "Idle," "Happy," "Surprise," and "Bye" received ratings of 33.3%. The 
"Sad" animation received the highest rating at 66.6%. The average animation level 
for "Obi" stands at approximately 49.9%, indicating room for potential improvements 
in certain animations for better performance and engagement. 

 
Figure 31: A bar chart representing feedback from “animation of Obi” 

 

• How would you rate the level of animation of the female avatar “Ada”?  

Questions Student Pedagogical 
Expert 

Technical 
Expert Overall  

How would you rate the level 
of animation of the male 
avatar “Ada”?  

Hello 84.6% 83.3% 100% 91.8% 

Idle 76.9% 16.6% 33.3% 52.9% 
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Happy 100% 50% 66.6% 66.6% 

Sad 84.6% 33.3% 66.6% 80.7% 

Surprise 100% 16.6% 33.3% 47.4% 

Bye 100% 50% 33.3% 58.5% 

total 91% 41.6% 55.5% 62.7% 

Table 7: positive votes from “animation of Obi” question 

Students highly appreciate the animation level of the female avatar "Ada," giving it an 
impressive overall approval rating of 91%. Specifically, animations for emotions like 
"Hello," "Happy," "Sad," "Surprise," and "Bye" received very positive feedback, ranging 
from 84.6% to a perfect 100%. Pedagogical experts also responded favorably, with 
83.3% approving of the "Hello" animation, and 50% finding "Happy" and "Bye" 
animations effective. The "Sad" animation garnered a 33.3% approval. Technical 
experts rated the animations positively, with the "Hello" animation receiving a perfect 
100% approval. "Happy" and "Sad" animations both scored 66.6%, while "Idle," 
"Surprise," and "Bye" animations received around 33.3% approval. Overall, technical 
experts gave an average approval of about 55.5%. These results collectively 
demonstrate a strong positive reception for the animation levels of the female avatar 
"Ada" across different expert groups. 

 
Figure 32: A bar chart representing feedback from “animation of Ada.” 

 

• Feedback from avatars as human  

This feedback was diverse. Students generally appreciated the avatar's blinking 
feature, finding it engaging and realistic. Some students expressed interest in seeing 
a broader range of expressions for a more dynamic interaction. A few students felt that 
the use of avatars for virtual tutoring at the master’s level might require further 
consideration. They emphasized the importance of genuine human interactions in 
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educational settings. Among pedagogical experts, there was a mixed response. Some 
felt that the avatar might be perceived as too playful or childlike for a university context. 
Others expressed a preference for human facilitators, citing the need for understanding 
students' emotions and behavior. Technical experts noted that the avatar's 
responsiveness needed improvement, though they generally found its appearance to 
be impressive. Overall, the feedback reflects a range of perspectives, indicating areas 
for potential refinement and highlighting the importance of considering both technical 
and pedagogical aspects in avatar design for educational settings. 

 
 

• Feedback from the outlook of the avatars  

Students generally liked the avatars, but some suggested making Ada look more 
lifelike. One student mentioned being unfamiliar with the Outlook avatar. Pedagogical 
experts wanted questions about teaching aspects, and they stressed the need for 
diverse avatars, allowing students to choose. Technical experts had mixed opinions, 
with one noting a problem with responsiveness. Others thought the avatars looked 
good. Overall, the avatars are liked, but there's room to improve customization, 
diversity, and responsiveness. 

 

• Feedback from the outlook of the avatars  

Overall, the feedback on the level of animation for the avatars was positive. Students 
appreciated the subtle, continuous movements of the avatars, finding them engaging. 
However, there were suggestions for improvement, particularly concerning the chat 
box functionality. Some students noted that sent messages should automatically clear 
from the text box for a smoother user experience. Pedagogical experts provided 
valuable insights on specific expressions, suggesting adjustments for a more realistic 
portrayal of emotions. Technical experts emphasized the need for further refinement, 
especially in reactions like 'surprise' and 'bye', and recommended enhancements to 
the GUI. Despite these suggestions for improvement, the general consensus was that 
the animations were promising, with potential for further enhancement and 
optimization. 

 

6.4 Testing Methodologies and Scenarios 
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6.4.1 Speed Test 

The speed of our virtual tutoring system is a critical aspect that directly impacts user 
experience. We conducted a series of tests to evaluate the system's performance in 
terms of startup time and resource loading. 

Initial Startup Time: For a first-time user, the system takes approximately 32 seconds 
to initialize. During this period, the system loads essential resources such as animation 
sprites, images, and system files to the client device for the first time. This initial load 
ensures that the necessary components are readily available for seamless operation. 

Subsequent Load Times: On subsequent loads, the system demonstrates 
significantly improved performance, requiring only 11 seconds to start up. This reduced 
load time is attributed to the caching of resources on the client device after the initial 
use. As a result, the system can retrieve stored data, minimizing the time required for 
initialization. 

Animation Load Times: Upon first-time opening, the system efficiently loads the 
welcome animation, taking less than 2 seconds to display this engaging introductory 
sequence. This swift loading time ensures that users are promptly greeted by the 
avatar, setting a positive tone for their learning experience. Messages take 60 
milliseconds while Subsequent animations take maximum of 70 milliseconds. 

These speed tests demonstrate that our virtual tutoring system strikes a balance 
between resource-intensive initial loading and subsequent, optimized performance. 
The careful management of resource loading ensures that users can swiftly access the 
platform and engage with the avatars, enhancing the overall usability and interactivity 
of the system. 

 
6.4.2 Unit Testing 

Unit testing focused on examining individual components and functions within the 
system. Each module was isolated and tested for correctness, input validation, and 
edge cases. For example, the startTimer(seconds) {…} was tested to verify that it 
correctly processed user inputs, generated appropriate API requests, and handled 
responses from the backend. With the console logs always returns desired logs. 
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Figure 33: cross-section of the console log 

 
6.4.3 Integration Testing 

Integration testing was conducted to evaluate the interactions between different 
system components. This included testing the seamless integration between the user 
interface, chat controller, API, emotion controller, and avatar. For instance, it was 
verified that the chat controller effectively communicated with the API to retrieve 
responses and emotions. 

6.4.4 Compatibility Testing 

Compatibility testing was conducted to ensure the system functioned seamlessly 
across various devices and browsers. This included testing on different operating 
systems (Windows, macOS, Linux) and browsers (Chrome, Firefox, Safari, Edge) to 
verify consistent performance. 
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Figure 34: the system running on Safari browser. 

 

The combination of these testing phases ensured that the system met high standards 
of functionality, performance, security, and user experience, ultimately resulting in a 
robust and reliable virtual tutoring platform.  
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7 Conclusion and Future Work 
For a virtual tutoring system, the development of the frontend featuring human-like 
agents with emotion capabilities is a step in the right direction. This integration holds 
the promise of revolutionizing the learning experience, rendering it more engaging and 
effective for users. By embodying avatars with human-like traits and emotions, the 
system taps into a realm of interactive learning that has the potential to resonate with 
a diverse user base. The successful implementation of pivotal criteria, such as 
achieving a human-like appearance and specifying an appropriate age range for the 
agents, underscores the system's adaptability and potential to cater to a wide spectrum 
of learners. 

However, it's imperative to acknowledge the limitations encountered during the 
implementation phase, with time emerging as a prominent constraint. Given the 
expansive scope of the project, an extended timeline would have facilitated finer 
animation refinement, enhanced optimization, and the incorporation of additional 
features. This temporal restriction, though a challenge, underscores the potential for 
even greater strides in future iterations of the system. 

Looking ahead, there exist myriad opportunities for further enhancement and 
refinement. Leveraging the capabilities of the Three.js JavaScript framework, for 
instance, presents an avenue for transitioning from 2D sprites to 3D models. This 
transition not only holds the potential to elevate the system's overall performance but 
also stands to improve loading times, providing a seamless user experience. 
Moreover, the precision of emotion animations represents a critical area of focus, with 
the aim of achieving even greater accuracy in emotional representation, thus further 
enhancing the agent's user interaction. 

In the pursuit of broader accessibility and appeal on a global scale, delving into multi-
language support and cultural adaptability remains a pivotal future endeavor. This 
expansion would not only cater to diverse linguistic backgrounds but also ensure that 
the system resonates with users from varying cultural contexts. Additionally, the 
incorporation of advanced machine learning techniques stands as an exciting frontier 
for further development. Personalized learning paths and content recommendations, 
driven by sophisticated algorithms, hold the potential to significantly elevate the 
system's efficacy in catering to individual learner needs. 

Furthermore, diversifying customization options is another avenue for enriching user 
engagement. The provision of an extended array of avatars or even enabling users to 
craft their own avatars within the system would empower users to create a learning 
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environment that aligns perfectly with their preferences and learning style. These 
customizable elements, when integrated, have the potential to substantially enhance 
user immersion and overall satisfaction. 

In summation, the strides made in developing the frontend agents within the virtual 
tutoring system represent a pivotal milestone in the educational technology. The 
integration of human-like avatars, coupled with emotion capabilities, holds the promise 
of transforming the learning landscape. While the current implementation lays a robust 
foundation, the identified areas for future development pave the way for an even more 
dynamic, personalized, and globally accessible learning experience. Through 
continuous refinement and the integration of cutting-edge technologies, the virtual 
tutoring system is poised to evolve into an indispensable tool for learners worldwide. 
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