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Abstract

In today’s modern educational systems, teachers and institutions always try to im-
prove academic performance and the student learning experience. The topic of
diagnostic learning analytics is quickly developing at the nexus of technology, data
science, and education. By utilizing the enormous volumes of educational data pro-
duced by various learning management systems, online platforms, and educational
technology, diagnostic learning analytics provides a data-driven method for achiev-
ing these objectives.

The basic goal of diagnostic learning analytics is to collect, analyze, and inter-
pret learner-related data in order to acquire insights about their learning patterns,
strengths, limitations, and overall development. Educators may detect individual
student requirements, learning styles, and knowledge gaps using modern data min-
ing approaches. This enables teachers to modify teaching tactics and curricula to
match the individual needs of each student, establishing a personalized and adapt-
able learning environment.

Furthermore, diagnostic learning analytics supports not only individual learners
but also educators and institutions in making data-driven decisions. It enables them
to optimize resource allocation, devise focused interventions, and track the long-term
performance of various instructional techniques.

In this proposed diagnostic learning analytics, the student test data has been
analyzed with drill-down and correlation for figuring out the problem laying under
the dataset. The test data has been provided by some APIs, where along with test
data the details of the student information can be found. These data have been
analyzed by using Python and visualized those analyses in a dashboard by using
ReactJS and concluded with a satisfying result which has been evaluated with the
existing final grade score. The evaluation shows that this proposed analytical system
gives enough accurate results to detect the student who is having trouble with the
course and the tests.

Keywords: Learning Analytics, Diagnostic Learning Analytics, Data
Analytics, Dashboard, Data Visualization
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1 Introduction

The phrase "Learning Analytics" is regarded as an emerging area that would be
implemented in many educational contexts since the first LAK conference in 2011
[17] [18]. According to SoLAR, "Learning Analytics is the measurement, collection,
analysis and reporting of data about learners and their contexts, for purposes of
understanding and optimising learning and the environments in which it occurs"1.
Nowadays, it refers to a distinct discipline and is utilized in connection with the use
of analytics in e-learning environments. Academics, researchers, and administrators
have recently been interested in LA. This interest stems from a desire to comprehend
"intelligent content," personalisation, and adaption better as well as teaching and
learning [19]. Utilizing LA to understand students’ learning paths has been made
possible by the usage of LMSs, which make it simple to access the activity of the
students. This allows their improvement during the learning process [20].

There is currently a wide range of educational settings available, including virtual
environments, MOOC platforms, and learning management systems (LMS). This
"Big Data" of students is stored in these educational information systems, which
are vast data banks [18]. Learning analytics has grown in popularity along with
the development of these increasingly massive data sets. A variety of fields has
influenced the methodology employed in EDM (Educational Data Mining) and LA
(Learning Analytics). Still, the two main ones that have had the biggest impact on
the field are those of data mining and general analytics [21]. Sometimes researchers
use "Educational data Mining" (EDM) and "learning analytics" interchangeably.
However, there are significant disparities between these two study communities.
Assume that EDM prioritizes automated discovery while learning analytics stresses
human judgment. EDM models provide automatic adaptation, whereas learning
analytics empowers teachers and learners. EDM evaluates individual components,
whereas learning analytics comprehends systems as a whole. Basically, educational
analytics figures out the hidden pattern of big data related with education and
learning analytics uses these pattern to optimize the learning environments [22].

Diagnostic analytics analyzes data to determine why something occurred. Diag-
nostic analytics is used in education to determine why a student did well or poorly.
It everything comes down to relationships: X occurred as a result of Y. Jina did well
because she paid greater attention to detail. Shopie fared poorly because she did
not see a tutor when she should have. Educators will go deep into the tactics to see
which ones helped children and which ones might have done more. Understanding
why a certain instructional method succeeded or did not work is essential for making

1https://www.solaresearch.org/
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1 Introduction

changes.
The main goal of diagnostic learning analytics is to collect, examine, and evaluate

learner-related data in order to acquire an understanding of learners’ learning pat-
terns, aptitudes, and general development. The demands, learning preferences, and
knowledge gaps of each individual student may be determined by instructors using
cutting-edge data mining tools. This enables teachers to modify teaching tactics
and curricula to fit the unique needs of each student, promoting a customized and
adaptable learning environment.

The data processing cycle can be seen in the Figure 1.1 for a learning analytics
system. According to [1], the input data would come from educators, learners or
may be from the institution. These data would be classified into academic, cognitive,
or psychological the other three metric (progression, performance and compliance).
After classifying the data it would be used by learning analytics which can be de-
scriptive, diagnostic, predictive or prescriptive.

Figure 1.1: Data processing in learning analytics [1]

Any analytics process consists of basic five steps - data gathering, pre-processing,
analysis, post-processing and interpreting the result. When it comes to automatic
analytical process then these steps are supposed to be automatically done by a
system, except the interpreting the result step. This step needs human interaction
for better decision-making. In Table 1.1 some of the very famous learning analytics
models are listed. These are all based on the basic analytics steps. This section will
give some short description of all of the listed models.

Tanya Elias processed a learning analytics [2] model which is an improved version
of three-phase cycle learning analytics process, proposed by Dron and Anderson in

2



1 Introduction

Learning Analytics
Models

Year Focused Criterion

Elias’s LAM 2011 Four types of technology
resources.

Chatti’s learning analyt-
ics reference model

2012 Based on four dimension.

Greller & Drachsler
Framework

2012 Six dimensions are fo-
cused.

Siemens LAM 2013 Focused on seven compo-
nents.

LAVA Model 2020 Four dimensions are fo-
cused like Chatti, but
considered human per-
spective

Table 1.1: List of Learning Analytics models

the year 2009. Elias focused on four types of technology resources (Computer, Peo-
ple, Theory and Organization) which were basically the challenges for the previous
LA model. Computer comes first in the mind when the resource is about technology.
Most of the higher education systems are based on distance education. Therefore,
software and hardware plays a major role in learning analytics. Computer is useful
that time when it has sound knowledge about the solution. At this stage, theory
plays the role as the knowledge. People always plays an important role for any
kind of anlytics. Though the modern applications are build up in such way so that
human effort becomes lower day by day, but human knowledge and ideas are always
act as a fuel in any technical process. Last but not least is, organization. It is very
important to know the targeted organization and their need. Figure 1.2 is showing
the learning analytics model which is proposed by Elias.

In Figure 1.3, the reference model for learning analytics proposed by M.A. Chatti
can be seen. This model is focused on four dimensions. The first concern of this
model is about What? This means, what kind of data will be used for the further
analysis. The data source can be LMS, student attendance system etc. Next concern
is Who? - the stakeholders. The analysis needs to be specified for the targeted users.
For a good analysis, it is very important to know the objective, which means - Why?
The main base of the learning analytics should stand upon this dimension. The forth
dimension is How?. Which techniques are going to use to develop the analytics.

Figure 1.4 depicts the proportions of this structure. Each dimension has a col-
lection of instantiations. The list of occurrences in the figure is not intended to be
complete and can be expanded. Greller and Drachsler consider these dimensions
crucial since each one must have at least one occurrence in a completely LA design.

According to George Siemens, under the suggested Learning analytics model [5],
a systematic approach guarantees that all support resources are systematized so

3



1 Introduction

Figure 1.2: Elias learning analytics model [2]

that interventions or the building of predictive models are only feasible with the
complete assistance of the whole education institution. Collection, storage, data
cleansing, integration, analysis, representation and visualization, and action are the
seven components of this approach. In Figure 1.5, this model can be seen with all
of the components. From this figure it is also clear about the data team role in this
model. There are different roles of data team can play for this learning analytics
model.

In year 2020, M.A. Chatti with A. Muslim proposed an updated version of previous
Chatti’s LA. This version of model is human centered learning analytics [6]. In this
model a visual analytics (VA) is integrated in a leaning analytics, so that the users
can control the learning analytics process through the VA. The model has been
enhanced from the last version by incorporating the human point of view in Who?
and research in How? dimension. Figure 1.6 illustrates the eight stages of this model.
This model starts with "Learning Activites" and ends at the "Visualization" stage.
But in LAVA, human plays very important role. An user can change the whole
analysis path by giving his/her own knowledge in the "Preception" stage. Either
this knowledge will be used by "Exploration" then the "Analysis" stage will change
the result and visualize it via visualization or the whole concept of the analysis can
be changed via "Action" stage.

Learning analytics has very old history. This concept is not recently developed.
The first idea of learning analytics started in the year 1927 with Pressey’s intelligent
tutoring systems (ITS). In 1956, the Self-Adaptive Keyboard Instructor (SAKI) was
introduced which served as the first step in how technology can help in a student’s
learning journey. The use of technology mainly started with computer-assisted in-
struction (CAI) system and Programmed Logic for Automatic Teaching Operations
(PLATO) in 1960s, though their usage was very limited until 1970s. In between
late 1970s and early 1980s artificial intelligence (AI) was introduced in learning
training. In very limited way, AI was able to present and generate different options

4
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Figure 1.3: Chatti’s learning analytics reference model [3]

about based on student’s performance. With the development of World-Wide Web
(WWW) in late 1990, the modern online learning evolved. “Interactive Learning
Network” (1997) and Desire2Learn (1999) were become widely used LMS (learning
management system) that time. In 2002, Moodle (Modular Object-Oriented Dy-
namic Learning Environment) was introduced and this can be called the first open
source learning management system. Massive Open Online Courses (MOOC) was
introduced in 2008 as development in the distance education. This was massive step
for the beginning of analysis the learning data. 2010s was the biggest evaluation era
for learning analytics. From this a drastic grow started happening in the learning
sector. In 2011, International Educational Data Mining Society developed. Same
year the first time Learning Analytics Knowledge conference occurred. As the num-
ber the reasearchers were growing, in 2013 Society for Learning Analytics Research
(SoLAR) established. The first LA handbook published in 2017 [23], to meet the
needs of a new and growing field of learning analytics. The whole timeline can be
seen in Figure 1.7, which has been adapted from [7].

Learning analytics is a subset of data analytics that is especially applied to the
subject of education. Data analytics is a larger domain that incorporates the act of
analyzing massive amounts of data to identify patterns, trends, and insights. Learn-
ing analytics is using data analytics techniques in educational data to acquire insights
and enhance learning results. In learning analytics, data analytics techniques such
as statistical analysis, data mining, machine learning, and visualization are used
for educational data gathered. These strategies aid in discovering patterns, trends,
correlations, and anomalies in data. The study attempts to offer useful insights that

5



1 Introduction

Figure 1.4: Greller & Drachsler learning analytics framework [4]

may be used to influence decision-making and enhance educational practices.

1.1 Data Analytics

Early in the 2000s, the phrase "Data Analytics" first appeared [24]. Data analytics
refers to examining raw data to extract important, useful insights that can then be
applied to guide and make wise decisions. The term "data analytics" can be used
in multi-disciplined and a huge range of analytical techniques are covered by it.
When it is time to gain insight into any kind of information, different data analytics
techniques can be applied to make the data human readable. Techniques for data
analytics can make trends and indicators visible that might otherwise be lost in the
sea of data. The efficiency of a firm or system can then be improved by using this
knowledge to optimize procedures.

What is the difference between analysis and analytics? [25]. Although the phrases
analytics and analysis looks similar and are sometimes used interchangeably, in real
case they are not the same and the concept of these two factors are totally different.
If the basic definition is considered, then analysis is a process where a large problem
dissected into small components to dive deep into the problem. It is frequently
used for complicated systems that must be made simpler by being broken down into
their more elucidating/understandable components because analyzing the system as
a whole is neither viable nor practical. A procedure is known as synthesis is used
to reassemble the entire system (either a conceptual or physical system) once the
changes at the simplistic level have been realized and the analysis of the pieces has
been completed.

On the other hand, analytics refers to a wide range of techniques, technologies, and
related instruments for generating fresh information or insight to address challenging

6



1 Introduction

Figure 1.5: Siemens Learning Analytics model [5]

issues. Analytics is essentially a complex method to comprehending and dealing with
complex circumstances. In order to make sense of an increasingly complex reality,
analytics makes use of data and mathematical models. Analytics is more than simply
analysis; it also includes synthesis and later execution. Analytics does encompass
the act of analysis at various phases of the discovery process. It is primarily a
methodology that includes a wide range of techniques and procedures.

Data analytics is called multidisciplinary research field. It combines ideas with
big data from different scientific fields, such as - statistics, machine learning, ar-
tificial intelligence etc. [26]. A corporation can transform data into knowledge to
improve its capacity for strategic decision-making. That firms’ efforts to launch new
ventures and line extensions are receiving a new lease of life thanks to developments
in analytics [27]. Data is pervasive nowadays and is expanding at an exponential
rate. It is becoming more and more crucial to various industries as data volume and
complexity increase.

Technology is taking the lead in the modern world. Every aspect of life, such
as communication, work environment, healthcare, education, etc., has been revolu-
tionized by it. In modern life, it is possible to develop a smart city or track health
issues without staying in a healthcare institution or create a smart home where it
would interact as a human being by using the Internet of Things (IoT). Big data
serves as fuel for this massive evaluation. Data is becoming a valuable asset in every
industry. As a result, it becomes a tremendous obligation to handle and evaluate
ethical issues of any form of data in a sophisticated manner.

Now a question arises, What is big data? Samuel Madden, Computing Distin-
guished Professor of Computing at MIT, described big data in [28] as "data that’s
too big, too fast, or too hard for existing tools to process". For explaining these three
terms, he said, too big means to get petabyte of data after one single action, too

7
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Figure 1.6: The LAVA Model [6]

Figure 1.7: History of learning analytics [7]

fast means processing the data so quickly so that no ethical hamper can be done
with that big scale of data and too hard means existing tools can not analysis the
catchall data rapidly. Gartner2 defined big data with three Vs (volume, velocity,
and variety) - which are complex versions of too big, too fast and too hard.

The three characteristics mentioned above of big data can be managed and han-
dled by using data analysis. The goal of big data analysis is to predict the structure
of the hidden features of the whole data, while the sample data is small and an-
other goal is extracting essential common traits across numerous subgroups when
there are huge individual variances [29]. While analyzing big data, analysts need
to face issues of heterogeneity, experimental variances, and statistical biases. These
are the reasons for necessitating the development of more adaptable and resilient
techniques. At this point, big data analytics takes place.

2https://www.gartner.com/
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Statistics play a significant role in the data analytic world. In Oxford English
Dictionary3, statistics has been defined as - "The systematic collection and arrange-
ment of numerical facts or data of any kind". This definition is clearly saying that
statistics is all about numbers and arrange them in such a way that the outcome
gives a good understanding about some of the scattered numbers. When applying
statistics to a scientific, industrial, or social problem, it is normal to start with a
statistical population or a statistical model to be researched. Populations can be
varied groupings of people or things, such as "all people living in a country" or "ev-
ery atom composing a crystal." Statistics deals with all aspects of data, including
data collection planning in the form of survey and experiment design.

Although statistics is all about numbers it can be called a mathematical field
of science that deals with the gathering, analysis, interpretation or explanation,
and presentation of different types of numbers. Some believe statistics to be a
separate mathematical discipline rather than a part of mathematics [30]. While
much scientific research makes use of information, statistical analysis has to do with
the use of data in the context of uncertainty and deciding in the face of uncertainty
[31]. When applying statistics to an issue, it is usual practice to do research on a
common statistical topic, such as population. The reason to choose a common topic
is to understand how the statistics method would work with the new dataset.

Statistics will summarize the data quantitatively. This summary can describe the
features of a collection of different kind of information. This kind of statistics is
called descriptive statistics [32]. There is another type of statistics, which give a
deeper meaning to the information. This statistics can do the hypotheses or derive
the estimation. This statistics is called statistical inference. In data science world
the exploratory data analysis (EDA) is used. EDA is a process to summarize their
main features of a dataset. Sometimes it also used visualization. With statistical
method EDA identify the meaning of data beyond any kind of formal modeling or
testing methods.

The role played by statistics in the data analytics field can not be misjudged.
Statistics is kind of ground field for data analytics. It provides many tools and
techniques which very necessary to extract the deeper meaning from the data. Data
analytics works with big data where it is very necessary to understand the patterns.
Statistics can recognize this pattern from any data by sampling it from a large set
of it. Statistics will also help to predict what kind of data can come and where the
change can happen. As mentioned above, descriptive statistics would summarize the
main characteristics of data by using mean, median, mode, standard deviation. Then
sampling is most significant player in data analytics, as it would provide methods
to select small samples from the large dataset and further investigation can be done
on that sample dataset. After getting this sample, inferential statistics can draw
a conclusion or can perform some future predictions on it. Hypothesis testing,
regression analysis can fall into this type of statistics. There is another theory most
frequently used in data analytics, that is probability. It calculates the chance of

3https://www.oed.com/
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events occuring based on the attributes of a given dataset. Theories like - Normal
distribution, Binomial distribution- are common in data analytics for probability. In
data analytics it very important to know the relationship between different variables.
For this feature, Statistics also provide a theory called correlation analysis. This
will help to understand how the variables are interconnected with each other. In
every scientific fields, experiment is very important to take a better and innovative
step. Statistics would also help any analytical system to determine the sample size,
defining control groups and effect of the variables in the controlled sample dataset.
Mathematical model present the real world scenario from the existing data. Linear
regression, time series analysis - are some statistical mathematical model which can
be used the data analytics to develop predictive models and can be used in data
driven decision making.

After performing the statistics on the big data, it is very important to present the
result in a way that any human can easily understand it. Here visualization takes
this responsibility. Visualization is a basic approach for creating a vivid mental
image of an event. In general, visualization is to gather all of the scattered thoughts
in one place and create an image of it. The main benefit of visualization is it can
present a messy thing in a beautiful ordered way, which can be understandable and
readable very easily. At first glance, the visualization can give the main context of
all the thoughts which are not even in order.

In data science world, this visualization becomes data visualization. According
to Tableau4, "Data visualization is the graphical representation of information and
data." There are some popular and common graphics techniques that can be used for
presenting the data. Data visualization makes it very easy to understand the data
trends, outliers and pattern. With data visualization, it is also possible to present,
how the complex data relationship communicates and the insight of the relationship.
A successful data visualization recognizes the importance of the target audience’s
wants and queries, as well as their degree in understanding, and purposefully guides
them to the appropriate conclusion [33]. So it is very important to choose the
graphical items or techniques so that the meaning of a complex dataset becomes
very appealing and non-distracting.

In data visualization, color plays a very important role. Robert Simmon, Senior
Data Visualization Engineer of NASAEarth, mentioned color as a crucial tool to
covey a piece of quantitative information to the audience in the documentation of
the NASA Earth Observatory5. Colors cause a chemical reaction in human brain
that results in an emotional response. They elicit ideas, memories, and associations
with places, people, and events. Colors with long wavelengths, such as red, produce a
faster identification reaction in the brain. Colors with shorter wavelengths, suppose
blue, are more relaxing and yellow is a hue with a medium wavelength that draws
attention. In Figure 1.8, two graphs can be seen. They are using same data points
but there are two differences. The first version (Figure 1.8(a)) is using the opposite

4https://www.tableau.com/
5https://earthobservatory.nasa.gov/
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direction for the point arrangement and used red as color. At first glance this
image seems like an alert image and giving kind of creepy feelings as it looks like
blood is dripping from the top. On the other hand, the second version (Figure
1.8(b)) is quite smoothing and relaxing. From this image it can be clearly seen
that data points are reducing than middle of the graph. This is happening because
each culture symbolizes a color for a specific event. The famous data-journalist
David McCandless creates an color graph for each culture. He named it Colours
in Culture6. This chart can help to select different colors for different events for
different cultures.

(a) First version (b) Second Version

Figure 1.8: Mirror images with different color and arrangement7.
7

Most of the time it is seen that the data visualization designer would use limited
numbers of colors in a dashboard. Too many colors can cause confusion and it will
oppositely affect the audience. If the dashboard is representing different dimensional
then the number of colors could increase, but it is ideal to keep the number under
10. There are so many solutions can be rethinked to limit the color numbers. For
this different chart types can be selected, or may be the data could be categorised
in similar groups or may be important data points could be selected etc.

There are many data visualization types. But it is not feasible or lucrative to use
all of them in one dashboard. So it is very important to know about the data type

6https://www.informationisbeautiful.net/visualizations/colours-in-cultures/
7https://towardsdatascience.com
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which are needed to visualize. Some of the visualtype will be described below.

• Bar Chart: If the data changes over time and need to show the difference
between data then bar chart is the best option. There are different kinds of bar
charts that can be seen. The vertical bar chart is used for consecutive data.
The stacked bar chart is for illustrates the comparison between different parts
of data or the comparison between a segment and full data. The horizontal
bar chart is similar to the vertical bar chart. But this bar chart is suitable
when the text of layout is too much large. More details has been given later.

• Pie Chart: When the data category is small pie chart is best for showing the
comparison between the data part. It can visualize both discrete or continuous
data. When multiple pie charts needed to show the comparison then it is not
best idea to use it. Ideally, it is said that if the category is less than six then
pie chart can be used for showing the comparison. Ring pie chart is another
version of pie chart. The most important object would be placed in the middle.

• Line Chart: For time series data line chart is the perfect visual tool. It is
very easy to understand the trend of data from a line chart. If the number of
sample is huge then it is not feasible to use line chart. A good visual board
would not show more than five lines together. It is suggested to use bold lines
for this chart. Sometimes dotted lines are used in dashboard. But dotted
lines are very distracting and the whole dashboard loses the importance of the
information.

• Box Plot: When it is necessary to show the distribution of data in those
cases box plot works as magic. This will show the ranges between variables
and measures. For showing outliers, box plot can be used. The most use cases
of box plot is comparing distributions between members of a category of the
existing data.

• Scatter Plot: This can be used when it is need to show a relationship
between data points. Scatter plot is best for showing the correlation between
two variables.

• Heatmap: Heat maps may show areas of interest or data lists by employing a
strong feeling of color contrast to convey categorized data. Some more details
has been given later about it.

• Table: While the emphasis is solely on reading numbers, the material may
be overlaid on the table to make it easier to understand. Table will show the
same type of information in row and column format. For making it more easire
to digest coloring could be applied for categorized the data.

From the above discussion it is clearly understandable that data analytics con-
sists of different fields. It is all about dig up useful knowledge from some scatter
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information and show them into clear and user friendly way. Data analytics can
be used in different areas such as - marketing , finance, customer service etc. This
can be used to understand the trend of the data like, behavior and preferences of
different consumers, condition of the market trends, evaluate the pricing strategies,
customer service improvement and so on. Any business can gain deeper insight into
their operations and make decisions by using data analytics, which will lead to get
efficiency and profitability in a great way. This can be used for recognizing the
growth by uncovering new markets, understanding customer needs, and developing
more effective marketing strategies. Businesses can identify customer segments and
target them with customized offers by analyzing their data. This analysis can lead to
escalating in sales and profits. Furthermore, data analytics can identify and address
problems before they become costly.

For improving the operational efficiency, data analytics can be used. Businesses
can identify areas of waste and inefficiency, and develop strategies to reduce costs and
increase productivity by using the analysis of different sources of data. Production
processes also use data analytics to identify the bottlenecks and can take steps to
solve those processes by developing streamline. Predictive models are getting more
popular day by day. These models identify the risks and opportunities. Predictive
models also use data analytics for doing their further work. By analyzing historical
data, businesses can create models to anticipate future trends and events and make
decisions based on those predictions. This can help businesses stay ahead of their
competitors and create opportunities for growth.

Customer service uses data analytics to improve their service for a better customer
experience. Business needs to identify customer needs and develop a solution to meet
them, data analytics plays a great role. Data analytics can also identify customer
complaints so that those can be solved to increase customer satisfaction and loyalty.
Data analytics is an invaluable tool for businesses to gain a competitive edge, and
increase efficiency. Data analytics will become increasingly important for businesses
to get an incredible advantage as the amount of data is increasing day by day.

So it is clear that data analytics can give a deep insight of data and how it can
help different types of businesses. According to the characteristics, there are four
types of data analytics. In Figure1.9 four of them can be seen. Two of them work
with past data and others with future data. The more analytics go upwards the
complexity of the analysis level goes high too. Diagnostic and predictive analytics
are in the medium complex region though their data type is not same.

Descriptive Analytics - What happened? As the name suggest, descriptive ana-
lytics will describe the existing data to answer "What happened?". This analytics
can be called as the foundation of all of the other analytics. This analytics will
transform the raw data into readable information to all of the audience of the ana-
lytics. This information would explain what already happened or what is happening
in the organization. The description of descriptive analytics clearly states that, it
is a manual process to examine the raw data. This analysis will identify the data
pattern and its meaning by summarizing them.

There are two techniques basically, descriptive analytics used to discover the ex-
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Figure 1.9: Data analytics types

isting historical data. Data aggregation will sort and combine data. So the data
becomes more manageable to analysis. Another technique is data mining. This tech-
nique will explain the futher analysis. Data mining normally identifies the meaning
and pattern of the data by searching. After doing so, the identified pattern will
be analyzed to discover the main data content and then this outcome must be vi-
sualized through some common visual tools and techniques. Most common visual
techniques used for descriptive analytics is different types of chart, table or maps.
This visual techinques will clearly show the audience the trends of the data. A good
example of descriptive analytics is - Google Analytics8. In Figure 1.10, a sample of
the dashboard of Google Analytics can be seen. This sample dashboard mainly used
Area and Pie chart. Area chart has been used for describing the session number,
active user number, bounce rate etc. and pie is used to compare the new visitor and
the returning visitors.

The usage of this analytics can differ from organization to organization. Some
organizations can use it for comparing the performance at year-end to understand
their place in the market. Descriptive analytics also can be used to understand
financial trends. If the organization is related to learning material then it will also
reflect the information about learning data. Descriptive learning analytics can iden-
tify the engagement and performance of learners. This analytics will help to detect
the learner’s participation level in a specific course. In Figure 1.11, a descriptive
learning analytics from IntelliBoard9 can be seen. This dashboard showing the an
overview of different users. Like - how many users (teachers or learners) are online,
When learners visit most frequently. Learners’ overview, like - their progress and

8https://analytics.google.com
9https://intelliboard.net/
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Figure 1.10: A descriptive analytics example - Google Analytics

score, and visiting time, also can be seen.
Diagnostic Analytics - Why happened? Metrics vary as a reflection of how or-

ganization is impacted by external factors and how users behave. To make better
decisions, organizations need to understand what motivates KPIs and why they are
changing. Only by understanding diagnostic analytics — which offers thorough in-
sights about metrics changes at the rate of progress this be achieved. Diagnostic
analytics to transform big data into informative data. It delves deeply into the
"why" of the outcomes as opposed to just looking at the results. So, it is possible to
say that diagnostic analytics sits between the goal and the data. After the process
of descriptive analysis, diagnostic analytics is often seen as the obvious next logical
step in data analysis. In learning analytics this analysis can be used by students to
understand what might explain their success or failure; by teachers to explain actual
learning paths and compare them to the a priori scheme; or by the institution to
assess the impact of specific actions on student outcomes, such as extending library
hours or developing blended learning [34].

Predictive Analytics - What can happen? Predictive analytics is used for guessing
what will happen in the future. After getting all of the trends and patterns of data by
doing descriptive analysis, a diagnostic analysis will define why this kind of situation
is happening. This diagnosis will help to predict what can be happened in the
future. As example, the diagnosis says that in winter the number of patients with flu
increased dramatically, but in the hospital, they did not have enough measurements
to take action to manage this kind of situation. In the future, this analysis will help
them to predict what kind of measurement they need to take to manage flu patients
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Figure 1.11: IntelliBoard’s learning analytics dashboard

properly.
Predictive analytics can be done manually or automatically. For building up this

automatic predictive analytics some predictive models are used. Most of these mod-
els use the relationship among different variables to guess what can happen in the
near or distant future. These relationship can be figure out with regression analysis.
Single linear regression will determine the relationship between two variables and for
more variables multiple regression can be used. But before developing a predictive
model it is very important to remeber that these predictions can be only estimated,
and the accuracy of these models are highly depend on the data quality and how
stable the situation is. So, for best result the data analysis should be done very
carefully.

In Figure 1.12, a dashboard can be seen for online food delivery purposes from
BoldBI10. The red marks of the figure are actually prediction about the revenue
by month and busiest month and the week by total food order. With the revenue
forecast the dashboard users can guarantee that resources are allocated correctly
during busy months. Total order by week and month, heatmap is indecating the
busiest days of week for food delivery service. This can help the organization to
manage enough staff for delivering food on those specific days of the week.

There are some common techniques used for predicitive analytics. Among them -
Forecast model, Outliers model, Classification model, Time series model, Regression
model, Clustering model - are very popular. Forecast model estimates value of new
data from past historical information. When there is no information about the
existing data this model tries to use historical data for generating some numbers for
them. Outliers model identifies the anomalies data from the normal. This model
can help to detect fraud. When the analysis needs to be done on time related data
then time series model is used. How data are changing over time this model will

10https://www.boldbi.com/
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Figure 1.12: Predictive analytics dashboard for online food delivery

detect it. It is very important to know how strongly variables are related with each
other. Estimating this strength of relationship can be done by regression model.
The other models also do their parts in a predictive analytics.

In learning analytics, predictive analytics also can be used. This analytics can
be used for identify possible struggles the learners are facing during their learning
process. If these difficulties can be identified before the event happens then it is
possible for the organization to develop opportunities for early support. In learning
domain predictive analytics can also help to improve the learner’s engagement. In
Figure 1.13 a learning dashboard can be seen, where both predictive and prescriptive
model used to find the course completion risk for a student. This will be discussed
briefly in the next section.

Prescriptive Analytics - What can be done? The goal of this analytics is to
suggest an action to reach to the targeted goal. Prescriptive analytics considers all
conceivable aspects in a circumstance and recommends actionable takeaways. When
making data-driven judgments, this form of analytics may be extremely valuable.
This analytics goes beyond descriptive and predictive analytics by offering potential
outcomes. Prescriptive analytics is typically utilized in major corporations seeking
advise on issues such as inventory or supply chain management. These are frequently
phrased as optimization and simulation issues in which a firm or manager attempts
to maximize (or decrease) some objective (e.g. profit, efficiency, cost, employee
satisfaction, etc.) while working within a set of resource, contractual, or other
constraints.

Guessing the future is always tough and generate suggestions to avoid the prdicted
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future is more complicated. In this sense prescriptive analytis is the most complex
analytics to build up. Different kinds of machine learning algorithms, statistical
methods, and computational modeling are involved in this kind of analysis. Pre-
scriptive analytics evaluates all of the possible decisions an organization can consider
to solve an issue. This will allow to check all of the combinations of decisions that
can affect the future. Then as a human being it becomes their responsibility to take
the best action to avoid any losing situation.

Prescriptive analytics are typically utilized in supply chain, routing, and opera-
tions when the number of decisions is too large for a person to manage efficiently -
however they have been applied successfully in many other business domains. Like
other sectors, prescriptive analytics also plays a very important role in the learning
analytics. Researchers in [8], tried to design a learning analytics dashboard, where
descriptive predictive and prescriptive models have used to give a brief overview of a
student. Figure 1.13, the red marked boxes are the result of prediction model after
the descriptive analysis (non marked charts). The lower red box of second column
(marked as 1) is showing the estimated score the student will get in upcoming as-
sigments and final exam based on the historial data of previous students. Then in
the second red box, the model is showing the course completion risk and the key
factors for predicting the result. The blue box is basically showing advise what can
the student do for alter the predicted outcomes.

Figure 1.13: Learning analytics dashboard using Predictive and Prescriptive models
[8]
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1.2 Current State of Diagnostic Analytics

The diagnostic analytics procedure was carried out manually in the past. Presently,
without the aid of technology, it would be nearly impossible for an individual to
complete all the job, corporate performance, or financial analyses. The use of diag-
nostic analytics is widespread in a variety of sectors, including retail, manufacturing,
finance, healthcare, education etc. By the use of relevant insights and visualizations
that anybody can readily comprehend and utilize, this sort of analytics enables busi-
ness executives to extract crucial information from their data. Some recent work on
diagnostic analytics has been discussed below.

In order to comprehend operations and offer recommendations, railway asset man-
agement analytics makes use of cutting-edge methodologies and technologies for
gaining deeper insights, more pertinent foresight, and relevant hindsight. These
cutting-edge approaches include data mining, data discovery, text mining, catego-
rization, forecasting, various machine learning algorithms, cluster analysis, visual-
ization, and graph analysis, according to the "Gartner Glossary." Maintenance ana-
lytics plays a significant part in railway infrastructure decision support systems [35].
In this study, a diagnostic analytic system has been proposed by using historical
rail profile data gathered between 2007 and 2016 for nine sharp curves on the heavy
freight lines in Sweden. This analytical system has used anomaly detection methods
to identify the root cause of unexpected rail wear behavior. For anomaly detection
approaches this paper selects PCA (a spectra based approach) and LOF (a density
based approach). The degree of an observation being an anomalous case is calcu-
lated in addition to the conventional techniques of PCA, by utilizing two applicable
statistics. They are Hotelling’s T 2 and Q. For the visualization of each approaches,
boxplot has been used.

For many years, smart manufacturers have utilized modeling and simulation to
evaluate their processes and offer decision assistance. Ever since the idea of simula-
tion was first introduced, data analytics has been a crucial component of simulation.
In the context of simulation, DA encompasses both input and output data analy-
sis, both of which typically call for the processing of significant volumes of data.
Applications for data analysis (DA) also enable simulation analysis by calibrating
data, estimating unknown input parameters for simulation, and validating simula-
tion outcomes. The use of simulation has therefore been promoted by DA, but DA
may also benefit from simulation in a number of ways. The two primary categories
of simulation’s uses for DA in manufacturing are its direct use as a data analytics
tool and its usage to assist other DA applications. [36] introduces a machining tech-
nique that addresses the issue by employing process plan data as input information
rather than an NC program. Using object-oriented working steps, STEP-NC ex-
plicitly illustrates process sequencing and parameter selection. On the other hand,
data from machine monitoring may be utilized to determine effects. Fundamental
data are provided for measuring machining performance through MTConnect-based
data contents. Hence, a paired set of cause and effect data may be provided by the
STEP2M simulator for diagnostic analyses.
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Data-driven diagnostic analytics are used in the current processes to assess well
performance and expedite the process of finding under performing wells and inef-
ficiencies. These data-driven diagnostic analytics were implemented on a digital
oilfield workflow platform where data is aggregated from various data sources in-
cluding continuous real-time sensor and model-generated data, non-real-time well
data, well events, well test history, MPFM, interpreted PTA, reservoir simulation,
well integrity, and tie-in data. Workflows and asset hierarchies are mapped with the
analytics. Based on historical data, the linear regression approach is used to predict
trends for water cut and GOR [37]. Based on well models, well-level allocation ana-
lytics enable comparisons between the in-flight export meter and terminal values at
the same timestamp. Wellhead pressure estimation from the most recent working
model was added for model calibration. Based on models and actual data, well
monitoring and management diagnostics examine wells that are running in a critical
or sub-critical state and seeing an increase in water cuts. It is possible to confirm
the accuracy of the simulation data and lessen the uncertainty in the well models by
combining reservoir simulation data, PTA, bottom-hole surveys, and estimated data
from well models. Asset operators can respond more quickly to problems with reser-
voir performance management thanks to compartment- and reservoir-specific VRR
diagnostics. The conventional model-based automated procedures used to identify
wells for improvement were supplemented by these analytics. In order to execute
diagnostic analytics in the first phase and to create a roadmap for its migration to
a next-generation data-driven platform with better predictive capabilities, a digital
oilfield solution platform has been used.

Nowadays, it takes a team to manage an organization’s workforce. HR analytical
tools may be used to manage personnel and analyze their performance online as a
result of changing company needs and technological advancements. Most organiza-
tions needs to be concerned with a question like "Why do employees should stay with
our company?” [38]. To answer this question, HR analytics can be used to determine
the need and lacking of employees. HR analytics helped some big companies like -
Google, Experian, Walmart, Johnson & Johnson, etc. to manage employee perfor-
mance, understand the behavior of the employees and understand the retention and
turnover rate of employees. Each company used a different HR analytic system to
find out the root cause of their specific problem. Most of these analytical systems
used data mining and data drilling. Some of them use different data visualization
techniques to identify the weak area. The analytical team research the unorganized
data then forecast the decision and present them in a prototype or visualize them
in the different chart (pie chart, bar chart, etc.). When the visualization and proto-
type are developed the organization can take a good approach by testing it before
launching it in the organization.

Talent analytics is a relatively new yet interesting and expanding topic in HR
practices in Nigeria [39]. It provides a game-changing potential for businesses that
are into human resources management as an organization, department, course of
study, and discipline. This analytics may assist the management in keeping top
performers on staff, comprehending their reasons for staying with the company, ap-
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preciating their job contentment, and getting a sneak peak into their motivations.
Determine remedial steps to solve retention concerns in the business with the use
of talent analytics. A properly assessed performance aids in the selection of top
candidates, boosts job happiness, and increases employee loyalty to the company.
To help firms avoid the mistakes that led to unfavorable results in the past, diag-
nostic analytics use historical data to discover various anomalies. For diagnostic
analysis drill-down, data discovery, data mining, and correlations are very common
techniques to find out the anomalies of the data. By examining the possible causes
of the detected abnormalities, hidden connections are revealed. Filtering, regression
analysis, time-series data analytics, and probability theory can all be helpful for
locating hidden flaws in the data.

The other booming sector for data analytics is Health Analytics. The second
important health analytics technique is diagnostic analytics. With this strategy,
healthcare organizations are analyzed in order to make them completely data-driven
businesses that provide competitive benefits. In health sector diagnostic analytics
answers question like "why did a patient get worse even with the best care?" [40].
For diagnostic health analytics most of the time data discovery and data exploration
is used. Data discovery entails gathering and analyzing data from many sources
in order to find hidden patterns, trends, and outliers. This could be called the
first step of health analytics. This paper classified health diagnostic analytics into
two, qualitative and quantitative diagnostic analytics. The data categorization is
utilized as a machine learning algorithm with the goal of deciphering the reasons
behind actions and behaviors. For data analysis, SPSS, Matlab, SQL, Java, Weka,
Rapidminer, R analytics suite, and Python Scikit-learn can be used as analysis tools.

The examination of several healthcare platforms/frameworks that have been em-
ployed to date for the detection, diagnosis, and treatment of various chronic illnesses
including cancer, heart disease, diabetes, and kidney disease is presented in this
study [41]. The examination of several healthcare platforms/frameworks that have
been employed to date for the detection, diagnosis, and treatment of various chronic
illnesses including cancer, heart disease, diabetes, and kidney disease is presented
in this study [41]. Previous research in the healthcare field have demonstrated that
there are several associated diseases that afflict populations of people; for instance,
heart valve disease has been identified utilizing cluster methodologies. Another il-
lustration is the detection of breast cancer utilizing cluster approaches that identify
patterns in both malignancies and benign tumors within tutor characteristics. In
order to identify different characteristics of patients with heart disease, the K-means
method is also utilized to cluster a set of patient records. healthcare sector uses a
variety of data mining approaches, mostly rule-based, artificial neural networks, and
decision trees, to classify a wide range of disorders. The tasks of class description,
classification, association, prediction, clustering, and time series analysis are com-
pleted through data mining. One method for processing data in a multi-dimensional
capacity is online analytical processing (OLAP).

The most prevalent and persistent issue in the global healthcare system is the over-
crowding of emergency rooms (ER), which often results in significant consequences.
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Performance and quality in healthcare may be determined by a number of factors
and quantifiable characteristics, including equity, accessibility, availability, and time-
liness. To identify problem areas and make recommendations for prospective ER
performance enhancements, King Faisal Specialized Hospital and Research Center
(KFSH&RC) used health analytics techniques by using two main KPIs, the ER LOS
for ER patients and the percentage of patients who leave the ER unattended [42].

In the first phase of this study, eight variables have been identified, among them,
Patient Acuity Level has significant statistical effects on the admission rate of ER
patients. The analysis has been prepared in a tabular format with the percentages.
As the summary of the analysis has been seen, when the acuity level (less serious
conditions) goes down, the rate of admission becomes less. After getting this sum-
mary an investigation has been done. The explanation of the study came like this,
many qualified patients visit the ER rather than their clinic visits because they may
have trouble getting access to primary care or have to wait a long time for an out-
patient appointment. Depending on this clarification, the executive manager of the
hospital remodel a portion of the ER into a Fast-Track section with 20% of the ER
bed capacity and limited patient admissions to those with at least acuity levels in
this area.

Tools for diagnosing diseases at the point of care (POC) are crucial in the preven-
tion of infectious diseases (like HIV, TB, Malaria etc.) as well as other long-term
and acute illnesses. When patient demographic information is combined with test
results data (produced by POC), a full dataset that may be effectively utilized to
extract fine-grained surveillance information at both the individual and population
levels is created. Almost any kind of analytics may be carried out when a large
dataset is available. The data may be gathered, saved, and analysed in batch and
real-time modes using Internet of Things (IoT) enabled POC devices and the big
data analytics system to offer a full image of a healthcare system as well as to detect
high-risk groups and their locations. The collecting, distribution, and use of data for
customized healthcare have recently undergone a revolution thanks to various forms
of real-time health monitoring devices. The notion of mHealth was made possible
by the availability of a large dataset, improvements in analytical techniques, and
emerging technology, particularly the usage of mobile devices.

The POC produced data, including test results, test duration, device location,
warning and error, and quality control parameter, would never be recognizable,
ensuring the rights and confidentiality of the person while still enabling significant
population-level evidence to be acquired, which is a highly critical aspect of this
form of knowledge extraction. In order to identify relevant information in extremely
valuable POC produced data, this study [9] explores the possibilities of applying big
data analytics in the healthcare area. This paper mainly used visual analytics and
spatial analytics as advanced analytics to explore the knowledge.

A common data structure has been used for POC generated data (CD4 t-cell
count). a hierarchy data about test (id, date and time, test type, count of t-cell),
device (id, longitude latitude, cartridge id), test quality (warning and error) etc.
This study proposed a diagnostic analytics to answer "Why is a specific type of POC
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error absent?" or "Why isn’t a particular device performing to its full capacity?"
and "Why do all test results that show CD4 levels below 500 originate from a single
device?"

Certain concerns and solutions are needed for the management and analysis of
the data generated by POCs. Generally speaking, the system must be able to
handle various forms and evaluate a sizable amount of data in both batch mode
and real-time mode. When a complex system is seen holistically, batch processing
is employed, meaning that the processing takes place after almost all of the data
items have been fed into the system within a given time frame. As soon as new data
items are fed into the system, processing and output production of the data begin
in real-time mode. Because there would be enormous amounts of data to manage,
the Lambda architecture is the best option.

This study used mainly two analysis. Location (positioning) and spatial connec-
tions (such as distance, direction, and connectivity between locations of the devices)
were employed in spatio temporal data analysis for grouping and clustering the data,
however, time of the test is primarily used in temporal data analysis for the same
purpose. For diagnosis, this paper used pie chart and tabular view to answer to
explain the root cause of the events.

Figure 1.14: List of location of damaged devices [9]

The table in Figure 1.14, shows the list of location where the devices are counting
the cell number less than 500 (CD4 < 500). With this list it becomes easy to get the
device location (as the location can be found in the dataset along with the device
id) and can do further observation for improving the performance of devices in these
locations.

Lately, the novel coronavirus pandemic (COVID-19) epidemic has posed a ma-
jor danger to human health, life, productivity, social connections, and international
relations. Big data and IoT technology have been crucial in this case in battling
the epidemic. A few examples of the applications include the quick collecting of
huge data, visualization of epidemic data, breakdown of pandemic risk, monitoring
of cases reported, tracking of preventive levels, and proper assessment of COVID-19
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prevention and control. [10] presents a framework for health monitoring that an-
alyzes and forecasts COVID-19. The framework makes use of IoT and big data
analytics. Data visualization techniques are being utilized for descriptive and diag-
nostic analyses to offer insight into the various pandemic symptoms.

A structured data collection from several Khyber-Pakhtunkhwa, Pakistan, hospi-
tals was used in this work. It has over 26000 patient records, both male and female,
representing a range of age ranges. For study, prediction, and detection of a pan-
demic, many characteristics or symptoms are employed. The Lab Findings and the
Patients’ Survival following the Virus Diagnosis are the target attributes of the data
collection. The majority of the dataset’s properties are typical sickness symptoms
including the flu, fever, sore throat, cough, etc. The majority of the features in the
data set are categorical; for example, 1 for positive lab test results and 0 for nega-
tive findings for lab test results. The age element is numerical, while the category
characteristic is the ultimate patient status.

Diagnostic analytics are used in the healthcare industry to examine data and
establish relationships utilizing various characteristic data. For instance, it could
reveal that the same viral agent is to blame for all of the patient’s symptoms, in-
cluding a high temperature, a dry cough, the flu, and weariness. The diagnostic
analysis examines the illnesses’ signs and underlying causes. Data discovery, data
mining, and correlation approaches can be used for diagnostic analysis. Different
visualization methods and multivariate analysis method have been used to point
out the relation between lab results and different attributes (gender, age, different
illness symptoms, etc.). In Figure 1.15 the multi variate analysis can be seen. Fig-
ure 1.15(a) shows the relation between lab results, number of cases, and gender.
The relationship between "lab results," the number of instances, and various illness
symptoms is depicted in the remaining example figures. Also correlation matrix
(Figure 1.16) is used for defining the strength or volume of variables and shows
the patterns and variation of each characteristic in the data collection. When the
correlation is positive then it represents the attributes are positively related. That
means when both of the atrributes are increasing in the same direction. In the cor-
relation matrix figure, there are some negative values, these values are representing
that when one value is increasing another one is decreasing. This study concluded
that the pandemic sickness primarily affects persons between the ages of 30 and 60.

1.3 Motivation

Despite being debated for a decade, learning analytics in educational institutions
has had minimal organization-wide adoption. Higher education institutions have ex-
perimented with student and teacher dashboards, but more widespread worldwide
adoption models and regulations are required to mainstream learning analytics [43].
Currently, some research is going on with learning analytics in Australia, UK and
US and those research results are proving the value of learning analytics to indetify
the students who are at risk and are facing issues to complete their studies [44].
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Figure 1.15: Multi variate analysis for lab results and different patients attributes
[10]

Learning analytics at the mega-level incorporates data from all levels of the frame-
work, allowing for the detection of trends across institutions and improving educa-
tional decisions. The macro-level is concerned with institutional-wide analytics in
order to streamline processes, allocate resources, and increase retention and success
rates. The meso-level informs curriculum design and learning materials, improv-
ing course quality and alignment with intended results. The micro-level provides
tailored recommendations and adaptive scaffolding inside the digital learning envi-
ronment, while also taking non-educational variables such as emotional states into
account for a thorough analysis. Table 1.2 showing the list of benefits of learnig
analytics facilitators and learners for three perspectives, summative - learning phase
completion data, realtime - ongoing learning phase and predictive - forecasting the
learning phase [15].

Stakeholders Summative Real-Time
Facilitator Comparing and analysing

students, cohorts and dif-
ferent courses to increase
the teaching quality

Monitoring the learning
progression so that inter-
action can be increased

Learner Understanding and
analysing the learning
habits and outcome
and track the progress
achieving the goal

Self-assessments with
feedback

Table 1.2: Learning analytics benefits [15]

Though learning analytics has many benefits, still there are some challenges.
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Figure 1.16: Correlation between different attribute of patients [10]

Among all of the challenges of learning analytics is the cycle of a learning ana-
lytics has to be action-oriented. Learning analytics is simply a feedback mechanism
in which data must be fed up to desired objectives, fed back on where students are
currently at, and fed forward on measures to improve. As a result, learning analyt-
ics should never be limited to providing feedback. When giving learning analytics
to encourage self-regulated learning, teachers should aim to offer strategies for stu-
dents to improve. Students, on the other hand, must cultivate reflective abilities
that enable them to transform facts into action.

In traditional classrooms teachers face the pervasive but difficult issue to under-
stand students’ learning and thinking progress. Misconceptions and mistakes have
the ability to provide a wealth of information about pupils’ thinking and reason-
ing processes [45]. One of the most crucial elements in developing and managing
classroom lessons is teachers’ diagnostic practice with students who have difficulty.
According [46], teachers do not undertake an in-depth analysis of their pupils’ chal-
lenges with learning. Teachers only concentrate on subject matter and other dif-
ficulties, rather than on pupils’ cognitive processes. Nowadays online learning is
becoming popular day by day. In this learning method face to face mentoring is de-
creasing. But online communication is again making it easy by using E-mentoring
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and blended mentoring [47]. This kind of mentoring tool helps students to stay
motivated in their learning journey. Audience Response System (ARS), a blending
mentoring technology, with pedagogical approach a qualitative exploration has been
made to find out how the final grade has been affected by using this blending tech-
nology [TUC1]. An ARS can also increase the motivation, which is a vital feature,
of the learners learning progress by implementing it as a mentoring tool. It helps
the student to maintain self-regulated learning and motivated them to further learn-
ing [TUC2]. Even though an ARS can encourage student to stay motivated, it is
important to understand the students’ learning difficulties. A diagnostics analytics
can help to figure out the reason behind these difficulties. The authors of Learning
Analytics Based Smart Pedagogy [48] mentioned that, a learning analytics should
able to diagnosis the - (1) Student’s motivation (ex. Assignments submission time
- first or always "last minute" submitter), (2) Students who are at risk, (3) The
obstacles for the student success and (4) Students who need teachers help, While
SoLAR, was describing the diagnostic analytics, it includes some features which can
improve the learning environment. They are -

• Data analysis to inform and improve key performance metrics throughout the
enterprise.

• Pattern analysis is used to create acceptable metrics.

• Reporting on equity access and analyzing successful student assistance pro-
grams.

• Metrics from learning management systems to boost student engagement

The research aims to develop a diagnostic learning analytics, Avenseguim11, in-
cluding (1) a visual dashboard, (2) an automated analytics system with diagnostic
analysis methods, and (3) different course evaluation data. This research project
used result data from ARS test, where about two hundreds students participate.
Each test has three parts. In the first part, the students are taught techniques of
the research. After that, the students can choose a research topic and present it on
their understanding. The student can discuss tips to improve their understanding
with the teacher after the presentation. The last part is, writing a scientific report
on the topic they chose and the understanding they presented [TUC2]. Each part
of the test has been scored separately and these scores have been used as the input
data of this research implementation.

This thesis report has been divided into several chapters, covering everything from
the fundamental of data analytics to a learning diagnostic analytics. The chapter
introduction sought to provide the background of the overall project and explain how
this thesis project fits into it. Also covered the project motivation as well as this

11A spell from the movie "Fantastic Beasts: The Crimes of Grindelwald" which turn an object
into a tracking device.
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thesis motivation. The goal of each chapter of this work has been briefly described
in below -

Chapter 2 - State of The Art includes a review of the literature and study fields
with a focus on the issues relating to this thesis work. This chapter discussed dif-
ferent learning issues and how the researchers solved them by using different tech-
nologies. After that, Chapter 3 - State of Techniques, discusses different technical
tools and framework which have been used to develop this project.

This thesis project has been developed based on some methodes. Chapter 4 -
Methodology will give a brief view of all of the methodology steps which has been
taken to build this project. Chapter 5 - Implementation explains the implementation
steps to develop diagnostic learning analytics.

The output obtained after the implementation are evaluated and analysed in
Chapter 6 - Results and Evaluation. How accurately this analytics will work for the
diagnosis which students need teacher consultation and attention.

Finally, Chapter 7 - Conclusion wraps up this thesis with the summary of the
overall work along with the explanation of the possible future scopes based on the
result from the implementation and what else could be added to make it more
suitable for teachers.
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Diagnostic learning analytics goes past standard appraisal strategies by leveraging
the control of information to discover covered up designs, patterns, and conceivable
ranges for development in a learner’s travel. The state of the art in demonstrative
learning analytics is continuously creating as propels innovation and information
mining proceed to modify the teach. Learning analytics frameworks and innova-
tions are developing more progressed, empowering for information examination and
significant experiences. In this respect, this investigation points to examining the
display state of the art in symptomatic learning analytics. This consideration looks
to get the guarantee and pitfalls of this cutting-edge approach to instruction by
investigating the foremost later investigate, unused innovation, and effective case
considers.

2.1 Learning Analytics

Monitoring online one-to-one tutoring quality

The conventional face-to-face approach of education can be replaced in some cases
with online tutoring. However, there is solid proof to show that just providing
instructors and students with online engagement possibilities falls short of delivering
the desired learning results. However, it presents a substantial barrier to keep track
of the caliber of such instruction. [49] offers a method for assessing the effectiveness
of online one-on-one tutoring sessions. With the use of a tagging interface, the
suggested method creates data from online tutoring behaviors initially. Then, in
order to discover developing pattern frequencies, these data are examined using a
sequential pattern algorithm (CM-SPAM). Finally, decision trees are constructed
to identify effective and ineffective tutoring sessions using the emerging sequential
patterns and their frequency values. A total of 2,250 minutes of online instruction
from 44 tutors were recorded. 26 male and 18 female tutors participated in the
study, providing online instruction to students from eight different schools. Each
tutor’s performance was assessed based on one tutoring session, which lasted, on
average, 50 minutes.

For tagging interface, seven behavior signs have been chosen after some research.
They are - initiating self-correction, giving hints, planning proactively, clarifying and
monitoring the questions, pausing after an appropriate time, writing on VCE and
asking context-based examples/questions. While tutors were instructing students
via the virtual classroom interface, these behaviors were noticed as they developed.
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The interactive whiteboard and other elements that make up the online tutoring
platform are used to display the course goals, subject questions, and plenary ques-
tions. In addition to using the pointer and whiteboard tools to write, draw, and
erase, the learner and the teacher converse verbally. There is no video of either the
learner or the instructor available, but if the audio is interrupted, the learner and
tutor can speak through the messaging box that is shown on the side of the screen.
By awarding effort points, sending an emoticon, or showing a photo, tutors may
commend students for their hard work. A local SQL database was used to compile
all tags and associated timestamps. Logs included the timestamp, tag name, human
observer ID, and video ID. After that, the SQL database’s log files were exported
for use in modeling and data analysis.

With four metrics, the tutors are evaluated in this study. The first metric depends
on the clarification or comforts the student’s rating for the sessions. Then, students’
outcome from the session for a specific teacher is computed. The third one is,
three human evaluators will randomly assess and score selected sample of sessions
of a tutor. Finally, the tutor’s score on the subject matter is counted. An overall
assessment score for each teacher was determined by evenly weighting these four
parameters. Based on this totaled score for tutors, those who scored more than the
average for all tutors were classified as effective tutors, while those who scored lower
than average were classified as less effective instructors.

This study divided each session into time bins based on the mentioned organized
learning architecture of the online tutoring sessions so that it could be seen at which
point in a tutoring session sequential behavior patterns indicate changes.Technical
checks up to two minutes, warm-up up to five to ten minutes, lesson goals up to ten
minutes, topic questions up to twenty to twenty-five minutes, and lesson reflection up
to five to ten minutes were the five sections of a typical session. To find the effective
and less effective behaviors of the tutors SPMF, an open source java pattern mining
library, is used. For faster vertical mining of sequential patterns that employ co-
occurrence data, specially the CM-SPAM technique has been adopted in this study.

Calculate the frequency with which each sequential pattern emerged in each ses-
sion and normalize these values in accordance with the total number of patterns in
the session in order to construct a classification model that would assist in automat-
ically classifying tutors into effective and less effective tutor classes based on their
behavioral patterns. In 44 sessions, there were 44 total patterns, ranging in length
from 83 to 212. In order to verify the effectiveness of each of these models, 10-fold
cross-validation is used with the WEKA program to build a number of classifiers.
By counting the frequency of the tutor behavior in their session it has been deter-
mined that tutors who are less effective do not exhibit acceptable hint-providing and
proactive planning behaviors as frequently.

The sequence pattern analysis done by chi-square test to compare the differences
among three most significant time bins (warm up questions, lesson object and topic
question stages). The results shows that effective tutors have monitoring behaviors
with appropriate pause. But the less effective tutors allows no pause and time for the
tutees. The less effective tutors also shows six monitoring action in a same row. But
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Sessions with excellent teachers do not involve such protracted monitoring action
sequences. Another behavior can be seen for effective teachers, is self-correction
which is not presented in the less effective tutors behavior.

Understanding learning progress by Digital Game-Based Learning

Learning analytics may give teachers or students useful data that aids in evaluat-
ing game quality as well as learning development, engagement, and enjoyment. To
assess or forecast student learning results, digital game-based learning (DGBL) of-
fers learning analytics [50]. In DGBL, players frequently have to use their subject
knowledge or skills to make the proper option during gaming; their choices might
show how well-versed they are in the knowledge and skills they are learning. Many
people consider DGBL to be an effective substitute for conventional classroom math-
ematics training. Abstract mathematical topics may be illustrated and shown using
DGBL. Science and math learning results, engagement, and motivation can all be
significantly enhanced by DGBL [51, 52]. In STEM education, it can also boost
self-esteem and lessen study anxiety. Many of the skills employed in DGBL, such as
goal-oriented decision making, spatial navigation, and sequential thinking abilities,
are mathematical in nature, according to researchers.

As students engage meaningfully with the symbolic depiction of abstract math-
ematical concepts, DGBL can foster higher-level mathematics competency. The
focus of DGBL research has been automated assessment. Automatic assessment is
used in educational game research as a covert evaluation that discreetly gauges stu-
dent performance and fuels adaptive learning support [53]. By forecasting students’
current skill mastery as shown by gaming activities, automatic evaluation in educa-
tional games tries to prevent disruptions to the flow state brought on by external
measurements. Current research has had mixed success in providing educators with
transparent, helpful assessments in DGBL, in contrast to developing research on
learning analytics that has looked for methods to integrate automated assessments
into DGBL [54]. A game learning analytics system employing the continuous con-
junctive model (CCM), a particular kind of CDM, was created and tested to fill
this need. To monitor pupils’ progress, a DGBL application called "The Nomads"
was implemented [55]. It develops adaptive expertise in rational number arithmetic.
The study estimated learner skill mastery profiles by fitting the game log data to
the CCM.

The gathering, examination, and visualization of player interactions with serious
games is referred to as game learning analytics. The primary goal of serious games
is to increase public awareness of social concerns, although learning is the common
goal. Information regarding player behaviors in the games is frequently provided
to various stakeholders through visual analytics and dashboards. These analytics’
data may be used to enhance serious games [56], better comprehend player behavior
and tactics, and enhance player evaluation. [57] presents a two-pronged approach
for better understanding of the player learning patterns, 1) a visual dashboard and
2) an assessment approach for player interaction data.
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The serious game utilized in this study is the First Aid Game, which is designed
to teach step-by-step techniques in three emergency situations - unconsciousness,
choking, and chest pain. This work used data of 112 players of age group of twelve
to sixteen. The game lasted for 50 minutes and the session for the game placed in
year 2017. The xAPI-SG format is used to capture interaction data. The actor that
carried out the action, the verb capturing the action, and the object that receives
the action are the three key fields found in xAPI-SG format. An additional field
can be added to the dataset is traces, which represent the timestamp for capturing
the exact time when the action occurred. xAPI-SG Profile defines completables,
alternatives, accessibles and game objects as key concepts which are connected to
the verbs.

The gathered xAPI-SG traces are examined using the visualization tool T-MON
to provide hypotheses about player outcomes, behaviors, and how they affect player
learning, as well as GLA variables for further investigation. The raw xAPI-SG
traces gathered from player interactions with the game are fed into T-MON as
a JSON file. Following such xAPI-SG analysis, T-MON creates a collection of
game state metrics for each player that is updated with the player’s subsequent
statements. T-MON shows a default set of visuals that summarize the received
data once all the data has been evaluated. The xAPI-SG statements supplied by
the game may be processed to produce the output visualizations featured in T-
MON without the need for any additional game-dependent data. Information on
game and level progress and completion is visualized, together with scores, time,
accessible used and skipped, choices made (including successes), and interactions
with game objects. Three visualization techniques has been used - line chart (Player
progression throughout time), bar chart (the maximum and minimum times for per
completeble), heatmap (the number of interactions of players with the different game
items) and stacked bar chart (Correct and wrong replies per alternative).

Accept or reject the provided hypotheses using an evidence-based evaluation tech-
nique that uses the GLA for prediction models whose outcomes show the impact
of player actions on learning. The evidence-based assessment technique expands on
the gaming interaction data that has been gathered to produce pertinent factors for
player evaluation. To construct GLA variables that include the data gathered from
player interactions, the collected xAPI-SG statements are evaluated. To retrieve the
target variable for the prediction models, several surveys are also analyzed.

White-box models, which are more conventional basic models that offer informa-
tion about the importance of the variables in the findings, are among the predic-
tion models that were examined. Other, more sophisticated models were also tried
(black-box models). Support vector regression (SVR), linear regression, regression
trees, Bayesian ridge regression, k-nearest neighbors (kNN), and neural networks are
among the prediction models that have been put to the test. Python was used for
all of the analysis for the evidence-based assessment method. Scikit-learn was used
for all machine learning models, while Pandas and Numpy were used for data pro-
cessing and mathematical operations. The mean absolute error discovered for each
type’s tested most accurate prediction model. With the lowest mean absolute error
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for predictions, a neural network was the prediction model that produced the best
results. An SVR prediction model had the second-best performance and a predic-
tion error that was acceptable given the range of forecasts. The study’s findings can
help educators create and deploy serious games in the classroom more effectively.

Additionally, GLA may be utilized to offer a perceptive look at how players move
about the game and how their movement patterns could impact how well they play.
Making sense of the data processing is difficult due to the enormous bulk of the
game data. In order to make educated judgments about game design, interventions,
and using games for teaching and learning, researchers are particularly interested in
employing such analytics to assess the success of the games and develop a deeper
knowledge of student learning processes [58].

For GBL settings, advanced data analytics approaches offer analysis techniques
to better understand learner behaviors. The methods may be divided into three
groups: (a) supervised models (such as decision trees, logistic and linear regression),
(b) unsupervised models (such as correlation and clustering), and (c) visualization
approaches. (e.g., display of gameplay pathways). In order to evaluate the associa-
tion between student behaviors in GBL and learning performance—either in-game
learning performance or external outcome measures—a number of research have
been carried out. In order to help students in the seventh grade better comprehend
biological evolution, [59] created an educational game and looked at the relation-
ships between game performance, concept learning, and in-game behaviors. The
findings of the correlation study showed a strong association between student per-
formance and their in-game behavior. The higher the game score, which indicates
a superior learning performance, the more frequently and thoroughly you examine
the pertinent material.

The purpose of [60] was to comprehend the learning routes taken by middle school
students when they utilized a digital learning game based on their behavioral pat-
terns and the correlation between performance levels. It made use of the log in-
formation obtained from the digital science teaching game Alien Rescue. As an
open environment, Alien Rescue is developed. As they choose how to go on with
their problem-solving process, it promotes students’ independent discovery, explo-
ration, and knowledge acquisition. Setting their own learning objectives, cooper-
ating with others, and managing their own learning are all challenges for students.
Nine multimedia-rich tools are offered in the game to help students solve problems.
While the Communication Center serves as the hub, each integrated tool has a
distinct purpose to aid students in their overall problem-solving.

Three weeks of this online game served as the sixth-grade scientific curriculum for
almost 4,000 students. These pupils’ mouse movements are recorded, amounting to
more than 3 million lines of unprocessed log data. These log files provide a priceless
glimpse into how students learn by reflecting their in-game behavior in real-time.
These entries with the timestamps and dates show how each student applied the
nine tools to aid in problem-solving. The frequency and duration of each of the nine
tools were determined using the cleaned and aggregated raw log data. These nine
resources are used based on how frequently students visit them (frequency) and how
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long they remain in each one (duration in minutes). The analyses utilize the average
frequency and duration of tool usage.

Both statistical and visual analysis methods were used to examine student activity
logs and performance ratings. All 4,115 students participated in a descriptive study
of tool use, which looked at frequency and duration of tool use to gain a general
idea of how students utilized the game’s tools. After that, Spearman’s correlation
analysis was carried out to look for any connections between the major performance
indicators of tool frequency, length of usage, solution success rate, and solution
justification score. For students that submit at least one solution, this analytic
approach has also been utilized to examine the solution success rate as well as the
frequency and length of tool usage. It was also looked at how tool utilization related
to the solution justification score. The reason a student offers for their answer is
measured by the solution justification score.

The sample was split into three groups based on the students’ solution perfor-
mance, including solution success rates and solution justification scores, and then
on their probe success rates in order to account for performance-related behavioral
changes. These groups were labeled as high, medium, and low performers. Students
who scored above the 75th percentile on each of the three performance measures
were classified as belonging to the high-performing group; those who scored below
the 25th percentile were classified as members of the low-performing group. The
medium-performing group consisted of students whose success rates on both prob-
ing and solution attempts fell between the 25th and 75th percentiles. Afterward,
Mann-Whitney U tests were used to examine the differences between these groups.
The result shows that the high solution rate group employed a lot more tools than
the low group in terms of frequency. In addition, the middle group used all nine
tools substantially more frequently than the low group. The frequency of tool use
between the high and medium groups did not differ significantly.

It was determined if certain characteristics may predict student performance and
the link between probe performance and other metrics using Spearman’s correlation
and regression analyses, which were carried out as part of the investigation into
student success with sending probes. In order to determine how students interacted
with the game, route analyses were lastly performed. The paths were shown as
a network of graphs using the network analysis application Gephi [61]. For edge
ranking size, a weighted degree metric was utilized, and a directed graph was used
to display the movement directions from one tool to another. Students who played
the game for at least five or more days participated in pathway analysis.

The research’s findings revealed a strong positive correlation between various tool
usage and performance metrics, as well as a range of tool use patterns by high- and
low-performing students at various stages of problem-solving. Importantly, these
results showed that, as the high-performance group demonstrated, students were
more likely to achieve when they used tools effectively and sensibly. A surprising
discrepancy between the two performance indicators was also shown by thorough
multiple analyses.

Eighty-four fourth through sixth graders from a public school district in West Al-
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abama are participating in [55] where numbers of males are 35 and females are 49.
The Nomads’ game challenges need a fundamental grasp of mathematical fundamen-
tals related to whole numbers, which is in line with the Common Core Mathematics
Standards for fourth graders. Two stages of data gathering were used. Students
participated in the second session alone. (45 minutes). The only game log data that
was gathered and examined was that from the second session. Every time a player
completes a game level, their replies are recorded in the game log data. Each log
comprises six factors, including the number of tasks, the timestamp at when they
were performed, how long it took to accomplish each job, the abilities required to
do so, the accuracy of the response, and any specialized tools that were utilized.
The Nomads also possess six math skills (in the analysis it is known as attributes),
such as the capacity to solve mathematical problems using four different approaches
(A1), flexibility in addressing math problems (A2), able to identify the "nice num-
ber" (A3) algebraic abilities (A4), ability of using ratios and logic to solve difficulties
(A5), and understandings of area, volume (A6). The tasks to be done in this game
are divided into nine categories, such as gathering berries, creating various weapons,
hunting buffalo, etc.

It is crucial to determine which qualities are monitored by which game activity
in order to match the CCM to our gaming log data and draw conclusions about
learner attributes. Subject matter experts choose the Q-matrix that details the
talents measured in The Nomads. The frequency of each task, the average time
spent on each task, the equipment usage rate, and the accuracy rate have all been
used in a descriptive analysis. This analysis shows that the most common task in
mining for gems and minerals. Both internally and externally, the value of CCM
has been assessed. Model-data fit is evaluated as part of the internal evaluation.
For each student, the difference between the observed and implied total scores is
compared. a histogram used to view total scores as well as the density plot of total
scores suggested by the model. Since the observed and indicated total scores are
comparable, the model may be able to match the data.

In order to determine if playing the game had an effect on learning outcomes,
the participant’s replies were split into two sets. One set of students is unable to
accurately predict an answer to a question, while another can. Both the first and
second halves of the data have been subjected to the weighted and unweighted MAD.
All of the MAD values, which range from 0 to 1, were less than .25, indicating that
the model can effectively fit the majority of the data. The participant’s distribution
patterns of five qualities in the first and second half of the game have been illustrated
using a non-parametric curve by density and level of mastery.

The quantiles of the distributions of the level of mastery for each attribute esti-
mated from the first and second half data were compared by using the method D2,
which is a reliable substitute for the paired-sample t-test that uses a percentile boot-
strap approach in conjunction with the Harrell-Davis estimator. Equipment’s effect
on the degree of mastery has also been looked at. All five qualities have correlations
assessed between equipment use and competence level. At a.05 nominal level, the
usage of scaffolding is substantially connected with Attributes 1, 3, and 4, but not

35



2 State of The Art

with Attributes 2 and 5.
With the help of the entirely new game The Nomads, this study investigated

stealth evaluation in DGBL. Players’ interactions with the pre-specified events were
coded and recorded in the game log database using an event-based method that was
used in the game to transmit data to the server. The continuous conjunctive model
has been employed in the game system since the numbers in the game tasks are
created at random and players’ paths are arbitrary. The CCM predicts learner skill
competency using continuous variables, providing educators and researchers with
more accessible and diagnostic performance evaluations. The CCM does away with
item-level characteristics and uses continuous variables to indicate participant skill
mastery. This study explored the model-data fit and examined how playing the
game affected participants’ skill mastery profiles by fitting the game log data with
the CCM.

Predict learners’ learning progrss in MOOCs

Since the majority of students watch the same online lecture videos, analyzing the
learning behavior of Massive open online course (MOOC) aficionados has emerged as
a problem in the field of learning analytics. It is beneficial to undertake a thorough
analysis of these behaviors, investigate different learning styles for students, and
forecast their success using MOOC course videos. In order to forecast students’
weekly performance and give teachers the tools to set up effective interventions, [62]
uses a deep neural network, Long Short-Term Memory (LSTM), on a collection of
implicit variables that were derived from video clickstream data. According to the
findings, the suggested model’s accuracy rate ranges from 82% to 93% throughout
the course of the twelve weeks. In datasets from real-world courses, the proposed
LSTM model performs 93% more accurately than the baseline analytical models,
like - ANNs, SVM, and Logistic Regression.

The data for this study was taken from two independent MOOCs that the Univer-
sity of Stanford created and made available. The University of Stanford’s (CAROL)
team gathered the information. Online resources provide table formats and access
methods for the CAROL-shared datasets. There are three tables in the table schema
for each course. The video interaction and activity grade tables are taken into con-
sideration in this investigation. Each log entry in the video interaction table includes
temporal information on how students interacted with video events, such as click-
stream events (such as load, play, pause, and speed change), learner/video identity
data, and the course. The marks for the homework assessment are included in the
activity grade table along with the answer choice and date.

This work divided the solution in three major steps. First one, data cleaning. To
guarantee the correctness of the model output, this step is crucial. In this phase,
data validity and integrity must be confirmed. The initial stage in data cleaning is
to exclude any entries without a name or a video code, after which these records
are mapped to each learner’s predefined unique ID. Then it’s time to get rid of the
distracting, empty columns.
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The second step is feature extraction where the resultant clickstream data were
cleaned to extract implicit characteristics which are the primary events of play,
pause, rate-change, seek ahead or backward, and stop, learners’ interactions with
the video player were recorded. Each time one of these events is triggered, a log
entry is made containing the learner and video IDs, the event kind, the event’s
present time in relation to the video time, and a UNIX timestamp. The implicit
characteristics of video-clickstream behavior that were gleaned from the raw dataset
are the subject of this work. After the video-clickstream data was extracted, the
records of the students were kept week by week. The video-clickstream activity
from the prior week was added to the data for each week. The machine learning
algorithm was given the transformed function, which created a vector of extracted
characteristics for each video.

The last one is, a predictive model by using LSTM, which has ability to recognize
long-term dependencies in time series data and is a specialty of deep artificial neural
networks. A recursive loop seen in LSTMs enables the model to take into account
both the current input and any previous ones. The repeating module, however, is
structured differently. Three gates—the input, output, and forget gates—replace
the single neural network layer. Constant Error Carousel, a fourth unit that is the
memory cell, is also mentioned. BPTT is used to learn the LSTM parameters.

Based on how students engage with video clickstream data, the LSTM model is
used to assess learners’ performance. Each week, the clickstream data from the
videos are piled one on top of the other to forecast how well students will perform in
a certain week or course. As a result, the model layers get the weekly data stack of
learners and process the data for each learner. The two final features are connected
to the weekly quiz, which is taken as the probability of true values, and the features
for timestamp t (Xt) input data are related to how the learners are engaged with
video clickstream features. The first "attempt" shows if the quiz was taken; the
other is the weekly quizzes, which each covered the information in videos (1,..., m)
to create a performance measure at "time" t.

The data set obtained from the feature extraction procedure was converted into
useful input data for the model, and padded vectors with a consistent shape were
built. These vectors were then mask before being supplied to the model layers. Each
course dataset was divided into training, testing, and validation groups of 60/30/10
each. Scikit-Learn, Keras, and TensorFlow libraries with Python have been used.

The shortest and most frequently connected with quizzes videos are those that
were most likely to be seen, it is expected. More specifically, certain students’ click-
events showed they had varied objectives for seeking out or getting any information.
In order to enhance the predictability of learners’ performance, this research focused
on the (LSTM) model to simulate learners’ behavior in video clickstreams. With
the help of this study, the suggested model’s accuracy was improved when compared
to baseline models, both in terms of its ability to forecast student performance
accurately and to detect students at risk of quitting in the first few weeks. In this
study, a weekly prediction was made using the extracted feature from each learner’s
video-clickstream data from week ith. Instructors can step in at this moment and
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take the proper action. Overall, this distinguishes this technique from the other way
more clearly, not just in terms of implicit feature extraction from video-clickstream
data, but also in terms of predicted accuracy.

Diagnosis cognitive load in E-Learning system

Within learning systems, a learner’s cognitive load is closely related to their aca-
demic success. In order to achieve the best possible learning experience, diagnostic
data regarding a learner’s cognitive load is helpful since it enables the learner to reg-
ulate and control their cognitive load in the e-learning environment. This [63] study
used the Bayesian Network (BN) as a learning analytic tool to examine a customized
diagnostic assessment for a learner’s cognitive load in an e-learning system. To mea-
sure the three components of a learner’s cognitive load - germane cognitive burden,
intrinsic cognitive load, and extraneous cognitive load - seven hundred students’s
data from Cyber University has been used.

In order to assist an effective representation, the BN combines a graph model in
conjunction with a graphical illustration. The graphic simply illustrates the idea of
a finite acyclic directed graph. (DAG). There are nodes and edges in the DAG. The
nodes are variables that can be observed or unobserved. Edges are the connections
between different variables. A graph is defined as the pair G = (A, E), where A is
a collection of nodes (variables), and E is a collection of edges, where an edge is a
connection between two vertices.

Participating in this study are a total of 700 pupils. The "Introduction to Statis-
tics Science Class" e-learning sample course consisted of fifteen classes on funda-
mental statistics. The ultimate academic achievements of the students are also eval-
uated depending on the outcomes of the midterm and final exams for the course.
The ultimate academic achievement might be calculated by adding the results of the
midterm and final exams to the standardized test scores. Based on educational level
(which year), student age, gender, and employment status, a descriptive analysis
has been conducted.

The measures, the three cognitive load components and Academic achievements,
in the descriptive statistics are computed using mean, standard deviation, skewness,
and kurtosis. These four variables were also the subject of a correlational analy-
sis, which revealed that germane cognitive load was not statistically significantly
related to academic achievement in this study, while extraneous cognitive load and
intrinsic cognitive load were both negatively correlated with academic achievement.
The conditional and marginal probability parameters for the BN representation were
calculated using these data. Netica, a piece of software from Norsys Software Corpo-
ration, uses its Learning EM function to estimate the probabilities of the network.
In this study, the BN was utilized to estimate diagnostic data on a learner’s pattern
of cognitive load with reference to their academic performance. This system also
predict a learner’s academic success based on their pattern of cognitive load. The
results of this study indicate that the BN can gather data to determine a learner’s
specific cognitive load pattern and may forecast that learner’s academic progress
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based on that pattern. More precisely, depending on a learner’s response to the
cognitive load questions, the BN calculates the learner’s extrinsic, intrinsic, and
relevant cognitive load levels.

Among all of these learning analytics researches, it was hardly found about di-
agnostic learning analytics in an automated way which can help to identify some
specific problems and help the organization to improve it. But some researchers
have explained how a diagnostic learning analytics can help the whole organiza-
tional system (including teacher, student, institution) to recognize different issues.
Those evidence has been explained in the following section.

2.2 Empirical Evidences on Diagnostic Learning
Analytics

A diagnostic analytics reveal the root cause of an event that has already happened.
Diagnostic learning analytics seeks to identify the underlying reason for incidents
that occur in learning scenarios. In the contemporary world, online learning has sur-
passed traditional face-to-face instruction in popularity. Identification of students’
learning and perseverance as well as success prediction, much like in a traditional
educational system, are crucial in this type of system. LA is currently a very com-
mon instrument in many educational institutions. Each educational institution has
unique goals and methods for modifying this instrument [64].

According to [65], a LA must diagnose student motivation (ex. assignment sub-
mitting pattern), the students who are at risk, obstacles to student success and if
any student needs help from their teachers. Learning analytics should also be able
to identify, whether a student is struggling with a particular lesson so that they
can be supported by the teachers in time. Social Networks Adapting Pedagogical
Practice (SNAPP) has been used as a diagnostic learning tool to identify isolated
students by The University of Wollongong [66].

A diagnostic model for in-class peer evaluation that was suggested in [67] by uti-
lizing social networking principles offered teachers a teacher oversight panel enabling
task solution tracking and filtering of gathered information according to their diag-
nostic or educational interest. StoryTec is a software program used in this research
for in-class learning. Some paper-based math tasks are transformed into math task
scenarios using this application. A student then requests to evaluate his peer’s
response by confirming its accuracy and thoroughness and providing helpful com-
ments. The recipient student sees the qualitative comments on a comparable screen
arrangement.

When an instructor enters into the scenario, a special management panel has been
added to the player program StoryPlay. It offers a filter-based search interface so
users can view database responses by job or student, with or without comments.
From the selection, the instructor can choose a specific answer. It is presented in
the same manner as pupil feedback. The instructor has the option to review the
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submitted feedback and offer personal comments to particular pupils. To avoid
overlapping problems brought on by screen size limitations, the control panel can
move up and down. A crucial component of classroom learning that should also be
taken into account in digital settings is the incorporation of social networks. This
research examined important design issues and the advantages and potential of such
learning tools for instruction and learning.

The "Teachers’ Diagnostic Support System" (TDSS) presents a task for teachers
in their everyday job to address heterogeneity in the classroom by tailoring the cur-
riculum to the requirements of the students. Teachers must evaluate each student’s
unique characteristics, including learning requirements, learning needs, learning ex-
periences, and learning progress, as well as the characteristics of the learning setting,
in order to provide adaptive teaching in the most flexible manner possible. TDSS
is a client-server based mobile application, created by researchers at University Ho-
henheim in Stuttgart, helps instructors adapt their instructional strategies to the
diverse requirements of their students [68]. With the help of this application, in-
structors can access and analyze data before, during, and after class to improve
their methods of instruction and plan future lessons and learning resources. .NET
Core 2.0 was utilized as the foundation for web services in order to build this app.
Microsoft Azure serves as the server, and Angular was used for the front end. Us-
ing C#, application development interfaces were developed. MSSQL was used to
build the database, and Chart.js was used to create the charts for the graphical data
analytics [69].

In the area of learning analytics, many educational models are tacit and do not
openly influence student behavior. Experiential learning, joint learning, and the
learning analytics process paradigm are all included in the Team and Self Diagnostic
Learning (TSDL) [70]. The TSDL framework seeks to promote congruence between
learning metrics and the learning design while theoretically clarifying the learning
process. The four phases of the TSDL architecture are shown in Figure 2.1. The
learners must pose and respond to reflective queries in the stage "self and team
reflection and sense-making" in order to diagnose their learning style. Regarding the
visual analysis, there were three components: a radar map that compared oneself,
peers, and overall; data displayed in a table; and a rating for general similarity. The
radar chart served as a potent visual comparison tool for students to compare their
own, peers’, and general ratings. To see the real figures, the table was also helpful.

The No Child Left Behind Act of 2001’s demand for more formative assessments
in educational institutions has in large part contributed to the high level of interest
in cognitive diagnostic models (CDM). A discussion of an Educational Companion
App (ECA) from ACTNext can be found in [71]. There are six useful sections
in this program. The third module of this software is a CDM-based diagnostic
model that identifies students’ areas of vulnerability using data from the app’s data
storage, the Learning Analytics Platform (LEAP). In a diagnostic situation, digital
games provide a fun atmosphere for evaluating pupil proficiency, including skills
and misconceptions. An instructional video game can be used to observe pupil
performance using a dynamic Bayesian network modeling method [72]
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Figure 2.1: Team and Self Diagnostic Learning Framework

In the past 20 years, there has been a significant rise in the number of college
students who have been diagnosed with Learning Disabilities (LD). [73] tested vari-
ous diagnostic models (such as the IQ-Achievement discrepancy model, the DSM-IV
model, and the model developed by Dombrowski et al.) to identify students who
have LD and came to the conclusion that an LD diagnosis is unlikely to disclose
a student’s academic skills. Data from 336 individuals were used in this study.
Means, standard deviations, and exam score categories have all been used in the
data analysis as the input of the diagnostic models.
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In this chapter, some of the technologies have been discussed which are used in this
study. This chapter has been divided into three parts. In each part, the state-of-art
of each technology has been illustrated.

3.1 Backend

The portions of a computer application or program’s code known as the backend
(or "server-side") enable it to function but are inaccessible to users. The backend
of a computer system is where most data and operational syntax are kept and
accessible. Programming languages often make up one or more of the lines of code.
Any functionality that has to be accessed and navigated to digitally is included in
the backend, which is also known as the data access layer of software or hardware.

Basically, the backend is in charge of data storage, data organization, and making
sure that the client-side functionality is effective. When the frontend and backend
are in communication, data is sent and received for a web page to be displayed.
The backend also includes tasks like writing APIs [74], building libraries, and inter-
acting with system elements devoid of user interfaces or even systems of scientific
programming. Developers can connect apps to cloud storage via the backend [75].

Requests from clients must be received by the backend. It processes the incoming
request and ensures that the proper data is fetched and linked to the right user.
The customer receives a reply after that. With frontend code written by a frontend
developer, the required user data is shown to the appropriate user who has access
to it in a pleasing visual manner. The server, a program that watches and waits for
incoming requests from the client, makes up the backend. It sends database queries
to interact with the database. The server retrieves the appropriate data that is
required when the database provides information. The requests are processed by
backend server-side scripts created in a backend scripting programming language.
The database, which is sometimes referred to as the brain of an application, receives
a response from the server.

There are several languages used for developing backend. Each language has it’s
own advantages. Depending on the project type the backend language is selected
for developing a complete solution. But most commonly there are two types of
programming concept, Object Oriented Programming (OOP) [76] and Functional
Programming [77], which helps to decide backend programming language. Common
examples of OOP backend programming include PHP, Java, Ruby, and Python.
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3.1.1 Python

A high-level interpreted programming language is Python. It is one of the most
widely used programming languages that supports OOP, structured programming,
and functional programming. Python may be used for high-level programming tasks
including web applications, machine learning, and data analytics. Python is a ro-
bust, slick, and simple to read and comprehend programming language. It assembles
information and operations into collections called objects. Additionally, it is free
software with a single standard implementation [78].

Python promotes clean code design, high-level structure, and packaging of various
components, all of which provide flexibility, consistency, and a quicker development
time as projects broaden in scale. When an application has to develop and extend,
Python’s pluggable and modular design enables the project to thrive while main-
taining manageability. Python offers the fundamental building blocks on which an
application may be built [79].

Python’s versatility and readability make it useful across a variety of fields.
Python may be used to highlight the key concepts of biological computing [80]. In
health informatics, doctors also utilize Python to create and manage big clinically
important datasets [81]. A web-based automated spine segmentation approach for
diagnosing back pain has been created utilizing a deep learning model that makes use
of Python, Keras, and Tensorflow. The project also makes use of the Python-based
Flask web framework [82].

Additionally, Python includes modules and packages for distributed parallel com-
putation. An all-purpose Python package called MPI for Python offers bindings for
the Message Passing Interface (MPI) standard. The Portable, Extensible Toolkit
for Scientific Computation (PETSc) libraries are accessible through PETSc for
Python [83]. Since the middle of the 1990s, Python has gained popularity among
mathematicians. The three most well-known projects for mathematical and sym-
bolic computing are SymPy, mpmath, and Sage [84]. Python is an interpreted
language, thus instead of converting a program or script into machine code, it may
be written and executed immediately. Python is growing in popularity for Rasberry
Pi as a result [85].

Python offers free pre-packaged installs for the majority of the popular platforms.
Being a free and open source language, the software created with it may scale to
thousands of computers without incurring any additional costs. Python is grow-
ing in popularity in the field of image processing as a result of these factors [86].
Scikit-image is an image processing package that offers tools and methods for usage
in academic, professional, and commercial settings [87]. The mixture of low-level
libraries with clear high-level APIs makes Python the most popular language for sci-
entific computing, data science, and machine learning. This increases performance
and productivity [88]. Evidence-based storytelling is at the heart of data science,
and this sort of procedure calls for the right equipment. The Python data science
toolbox is one of the most advanced settings for performing data science [89].

Due to the recent hoopla around data science, data analysis has grown in pop-
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ularity. Data analysis is the process of obtaining information from data. Natural
language processing, machine learning, and statistics can all be employed for this
extraction [90]. Information extraction is made simple and meaningful with the help
of certain free and practical Python programs. NumPy, SciPy, matplotlib, pandas,
and other well-known Python data analysis packages are only a few examples. Data
analysis may also be done using machine learning. Scikit-learn is a Python pack-
age that is frequently used for machine learning techniques under uniform data and
modeling process rules, making it a useful toolset for statisticians studying education
and human behavior [91].

3.1.2 Flask

A Python-based "micro web framework" is called Flask. The term "microframe-
work" was coined since it does not require any particular equipment, programs,
packages, or libraries. It fits into only one Python file. A database abstraction
layer, form validation, or any other feature where alternative libraries currently ex-
ist that can handle it is not included in Flask. To add such functionality to the
application as if it were built into Flask itself, Flask enables extensions. Despite
Flask’s "micro" size, it may be used in production for a multitude of purposes.

Flask differs from other frameworks in that it gives developers complete cre-
ative power over their apps. The phrase "fighting the framework" has a solution
in flask [92]. Flask supports relational databases, NoSQL databases, and custom
databases. A Model-View-Controller (MVC) framework may be created using Flask,
which might make it simpler for users to create new projects and have a quicker com-
pletely loaded time [93]. Comparing Flask to Django, another Python-based web
framework, it can be shown that Flask offers more speed, flexibility, fine-grained
control, and simplicity [94].

The web is the most popular and quickly adopted networking tool that fits the
needs of all types of users and offers a solution to every issue. A successful web page
or application may readily draw visitors, which contributes to the success of various
sorts of projects, like hand gestures detection. This type of web development project
can use Flask to meet its technological requirements [95]. Python is a powerful
language with many applications outside of script creation. RESTful APIs, which
may serve as an application’s backend, can be created with Flask [96]. A web service
based on Flask may be used to create a data analysis platform. Flask will retrieve
the data from a data source (such as MySQL), and the front end will utilize a
separate route to present the analysis [97]. A Python-based AI back end program
may be used to develop a facial recognition-based student attendance system. They
are accessible over the web thanks to Flask and PHP [98].

Many machine learning algorithms require error-free data transmission from the
user interface to the database. Because Flask is so effective, it can reduce the
workload on any type of machine learning model (even KNN) [99]. The identification
of malicious URLs is becoming more and more prevalent. Applications that employ
ML and NLP to determine whether a URL is dangerous may be created using Flask

44



3 State of Techniques

[100]. Additionally, healthcare services can leverage Flask API. The significance
of the proposed model in [101] is to construct a flask API to consume the model
and automatically rebuild the model anytime model performance degrades, at which
point the model will automatically rebuild to choose the best model for analysis.
Only a few minutes are required for the analysis of the Surface Plasmon Resonance
(SPR) data. Therefore, the data transfer component of this type of analytical system
must be quick. The ideal option for these kinds of time-consuming apps is Flask
[102].

3.1.3 Pandas

Pandas is one of the key components that makes Python a influential tool for data
analytic settings. This name was inspired by panel data, a phrase used in econo-
metrics to describe multidimensional structural datasets [103]. For working with
structured data sets used in many different domains, including statistics, finance,
the social sciences, and many more, Python has a large collection of data structures
and tools which is called Pandas. On such data sets, the library offers integrated,
simple methods for typical data operations and analysis. It intends to serve as the
basic framework for Python’s statistical computing in the future. In addition to
adding and expanding the sorts of data manipulation features present in other sta-
tistical programming languages like R, it acts as a good complement to the current
scientific Python stack [104].

Python’s Pandas package offers a high-performance data structure called a Data
Frame, which is comparable to a table in a relational database1. Additionally, it
may be used to read and write data to and from in-memory data structures and a
variety of formats, including CSV and text files, Microsoft Excel, SQL databases,
and the quick HDF5 format. A data structure may occasionally require a form
change. Pandas’ adaptability makes it particularly good in reshaping and pivoting a
dataset. It is ideal to have a piece of a large dataset to do various statistical analyses
since maintaining a large dataset takes a lot of work. Pandas’ sophisticated label-
based slicing, fancy indexing, and subsetting of big datasets may do this. Similar
to a relational database, Pandas can merge and connect two datasets without the
need for an additional library. The Pandas are very well-liked in a broad range
of academic and commercial sectors (such as finance, neuroscience, statistics, web
analytics) due to these kinds of remarkable features.

Data preparation libraries are required since everything in the field of data sci-
ence is dependent on data. A wide range of features for input/output data formats,
including Excel, csv, Python/NumPy, HTML, SQL, and more, make pandas the
finest and most used Python library in this area at the moment [105]. GIS (Geo-
graphic Information System) data is extremely complicated in the big data space
due to the high data volume and diversity, multi-dimensional information, and vari-
ous data structures as the information may originate from many data sources [106].

1https://pandas.pydata.org

45



3 State of Techniques

Pandas is hence the data scientists’ favorite option for creating this sort of com-
plicated dataset [107]. Pandas is the ideal option for creating the dataset needed
for the visualization of marine geological data [108] Pandas is used for reading and
manipulating tables from CSV format file.

Data shipping, query shipping, and hybrid shipping are three extremely common
concepts in distributed data processing systems. These models determine whether
data should be taken to one place or the query or both of them should exchange
their place [109]. The preferred data shipping tool among data scientists is Pandas.
Pandas make it easy to access the external data and user-specific functions can be
defined by it [110]. The data structure provided by Pandas is called Dataframe,
which looks like exactly relational database table with rows and columns. Pandas
perform all of the relational database functions such as joining different datasets,
managing and grouping categorical variables. But in addition Pandas also perform
data alignment, handle the missing value and datetime comparison and last but not
least implement different statistical models very efficiently [111].

3.1.4 NumPy

The processing of data using arrays or matrices is emphasized in the programming
paradigm known as "array programming." When programming with arrays, oper-
ations are carried out on entire arrays or subsets of arrays rather than on single
components. In particular when working with big data sets, this can lead to sig-
nificantly quicker and more effective programming. For accessing, manipulating,
and working on data in vectors, matrices, and higher-dimensional arrays, array pro-
gramming offers a robust, condensed, and expressive syntax [112]. The main Python
library for array programming is called NumPy. NumPy, or Numerical Python, is the
abbreviation for the fundamental package for scientific computing in Python [103].

The N-dimensional array object, or ndarray, in NumPy is one of its standout
features. It provides a quick, adaptable container for big data sets in Python. With
arrays, you may conduct mathematical operations on large blocks of data using
syntax that is comparable to that of operations between scalar items [103]. The
form of an array, which is a tuple of N positive integers that specifies the size for
each dimension, determines the number of the dimensions and objects in the array.
Axes are used to specify the dimensions, and the quantity of axes is known as
rank [113]. NumPy makes very easy to read and write normal text files and binary
files. NumPy has it’s own math tools, by using them the user can solve different
mathematical problems like trigonometric, linear algebra, statistics etc.

MATLAB is a multiple programming paradigm used for parallel process applica-
tion development ans scientific computing. But it is not feasible to use MATLAB
sometimes due to its high cost. However, the trio of Python libraries—NumPy,
Scipy, and Matplotlib—can readily take the place of MATLAB for tasks requiring
modest to medium-sized numerical computations [114]. Current academics prefer
Python and its various libraries, because of its many useful features, over MAT-
LAB. Python is quickly taking over as the preferred language for computational
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science [115].
The flexibility of NumPy makes very easy to use for scientific computing and data

analysis [116]. Astrophysical simulations need quick, precise, and repeatable analy-
sis and visualization. NumPy is the program that scholars choose to use for this sort
of study [117]. Measurements made using magnetoencephalography and electroen-
cephalography (M/EEG) are made from the weak electromagnetic signals produced
by brain activity. It is a difficulty to use these signals to identify and pinpoint neural
activity in the brain and calls for knowledge of physics, signal processing, statistics,
and numerical approaches. This type of data analysis requires a highly quick and
effective instrument. The module NumPy is widely used for M/EEG data analysis
too [118]. A Python package called CuPy can do matrix calculations on NVIDIA
GPUs. The NumPy compatible interface served as the foundation for the develop-
ment of this library by Python programmers [119]. SciKit-Learn, a Python library
for machine learning that was also built on NumPy, is another one that is quite
well-liked [120].

3.2 Primary Analysis

A Jupyter notebook is web-based application for interactive computing [121]. This
program, a server-client program, enables editing and executing notebook pages
over a web browser. The Jupyter Notebook App may be run locally on a desktop
without a connection to the internet or it can be set up on a distant server and
viewed online2. According to "Kaggle Survey 2022 "3 Jupyter notebook is the most
frequently used by data scientists and analists. Lorena Barba, a mechanical and
aeronautical engineer at George Washington University in Washington, DC, claims
that Jupyter notebook became the de facto industry standard due to its interactive
interface, which allows researchers to run and edit their code. It appears as though
the researchers and their data can have a meaningful conversation in their own
language [122]. In the Figure 3.1 it is clearly seen that more than 80% people
chose Jupyter notebook. The main advantage of Jupyter notebook is almost all
python libraries are pre-installed in it and the user just need to import and use the
libraries. A research of 1.4 million Jupyter notebooks from GitHub was conducted
to better understand reproducibility. The results showed that 24% of the notebooks
could be successfully executed [123], which is consistent with results from a prior
reproducibility study [124]. Any scientific effort should be reproduced since it can
be expanded. But simply extending is insufficient; the work must also be verified.
Since the Jupyter notebook allows for dynamic updating and mistake correction,
scientific work can be published by using this [125].

For big data programming classes, Jupyter notebook has been utilized as an inter-
active, hands-on training tool, free of charge to the students and without the need
for an additional textbook [126]. It is challenging to convey the research-related

2https://jupyter-notebook-beginner-guide.readthedocs.io
3https://www.kaggle.com/kaggle-survey-2022
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Figure 3.1: Survey of different data science IDE [11]

work to other users since Geographic Information Science and Systems (GIS) require
hundreds of tools and databases. GISandbox has been designed on the Jupyter note-
book to facilitate quick access to the GIS data-related work to the many users [127].
Jupyter notebook has been used by the Minnesota Supercomputing Institute to
develop an all-purpose interactive tool for HPC (High Performance Computing) ser-
vices for data exploration and visualization, training, and prototyping [128]. It is
crucial for chemists to be able to process, analyze, and visualize data. Although
spreadsheets may be used for this, handling huge datasets, multivariate analysis,
and image processing is not feasible. In order to educate undergraduate chemistry
students how to utilize a computer model to solve chemistry issues, nine notebook
series have been constructed using Jupyter notebook [129]. The partial equation
solution using neural network may also be explained using Jupyter notebook [130].

3.3 Frontend

The frontend is the presentation layer, where users may engage with the whole pro-
gram. Frontend is another term for "client-side". A frontend can be assumed as the
intersection of frontend development and web designing. In order to make the ap-
plication more user-friendly and engaging, frontend developers incorporate concepts
from web designers into the application. The main goals of frontend applications are
two. The first is responsiveness, followed by performance. The front-end developer
must make sure that the program is cross-platform compatible and that it behaves
appropriately regardless of screen size. An excellent frontend illustration would be
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a graphical user interface (GUI).
The images, typography, and visual layouts for websites or web apps are often

created by a web designer using Photoshop and other tools. HTML, CSS, and
JavaScript are used by front-end developers to make these designs interactive for
users. They’ll create dynamic features like contact forms, drop-down menus, but-
tons, transitions, and sliders for the user interface. Developers are restricted to the
scripting and markup languages that web browsers like Google Chrome, Firefox, and
Safari support because consumers interact with the front-end of online applications
using web browsers.

Businesses that want to compete via innovation need to handle the front-end
activities of new product development effectively. A comprehensive strategy that
connects company strategy, product strategy, and decision-specific decisions may
lead to success, and businesses that are adept at front-end tasks are more likely
to produce ground-breaking goods that spur business expansion [131]. A useful
technique for raising healthcare quality and reducing costs is clinical decision support
(CDS). In order to evaluate commercial support and electronic health records, a
taxonomy of frontend CDS tools is being developed [132]. In the integrated circuit
board business, a study was conducted with 15 high-tech companies. This study
focuses on important phases of product evaluation, defining product features, and
front-end development using fresh concepts [133].

The foundational languages for front-end programming are HTML, CSS, and Java-
Script. A web application may be created fairly easily thanks to the abundance of
JavaScript frameworks that are available for front-end development and which also
support other languages. The most popular Javascript frameworks utilized at the
industrial level are Angular, React, and Vue. The frontend retrieves data from
the backend and displays it in a user interface (UI) that is human understandable.
APIs are the most popular approach for handling backend and frontend interactions.
REST APIs or GraphQL can manage the APIs. The format after data retrieval
might be in JSON or XML. Therefore, all of these technologies and approaches
must be the emphasis of a frontend developer. The technology chosen may differ
from project to project. Diverse project requirements call for diverse technology
selections.

3.3.1 ReactJS

ReactJS is a front-end Javascript library that is free to use and open source 4. It has
been employed to create concepts for interface-based components. Applications with
a single page and server rendering can be created using ReactJS. Making interactive
user interfaces is simple. Create straightforward views for each application state,
and React will quickly update and render the appropriate components as the data
changes. ReactJS creates self-contained, encapsulated components, which are sub-
sequently assembled to create intricate user interfaces. Rich data can be easily sent

4https://legacy.reactjs.org/
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through the app, and state is kept out of the DOM since component functionality
is defined in JavaScript rather than templates.

ReactJS is a new web development tool that is gaining popularity every day.
Reusable UI components may be deployed with ReactJs. ReactJS serves as the view
in the Model View Controller (MVC) architectural paradigm. The components don’t
need to communicate with the main DOM because of the effective and lightweight
document object model. The virtual DOM functionality makes ReactJS a very
effective performer. This virtual DOM is displayed first if any component is changed
[134]. Sometimes additional libraries are used with React apps for state management
and routing. Facebook uses a type of engineering called Flux when it collaborates
with React [135]. There are many different components utilized in a large and
sophisticated program. React advises moving the state to the component at the
top and passing it to the nested component via properties. It aids to some amount,
but as the number of components rises, it gets more difficult. Redux is an open-
source JavaScript library for controlling and centralizing application state as the
React application becomes complex [136]. React Hooks were introduced with React
16.8’s release. Classes were the only way to add states to a component before then.
However, as a result of the switch from classes to functional components, hooks
made it possible for the functional components to be used inside the state and other
features [137].

A web application utilizing ReactJS as the frontend framework has been created
in Indonesia for Covid-19 vaccine booking and locating the closest vaccination site
[138]. Even in the presence of recombinant sequences, Datamonkey offers a user-
friendly online interface to a vast array of cutting-edge statistical algorithms for
calculating synonymous (dS) and non-synonymous substitutions (dN) and detecting
codons and lineages under selection. ReactJS was utilized in the second iteration of
this web application to combine different reusable, encapsulated page components
into a single, seamless document [139]. A billing method has been created in India for
small business owners who lack the financial means and technological sophistication
to purchase technologies like OCR. ReactJS and Flask have been used to create the
system’s GUI [140].

3.3.2 CSS

The display of a page created in HTML or XML is described using Cascading Style
Sheets (CSS), a stylesheet language. When used in other medium, such as voice
or paper, CSS specifies how items should be shown 5. Users with limited vision
can design their own large-font, high-contrast style sheets and instruct the browser
to replace the default style sheets on websites with the ones that best suit their
requirements and aesthetic preferences. For writing CSS file, there is no need to
have any extra IDE, it can be written on any textfile. Some styling sheet can be
downloaded from different website too.

5https://developer.mozilla.org/
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A style sheet is a compilation of stylistic instructions that specify how an HTML
page should be displayed to users in a browser. The developer may set styles using
CSS, including the size, color, and text spacing, as well as the positioning of text
and pictures on the website. The ability of style sheets to cascade is an important
component of CSS. In other words, a document might have numerous different style
sheets connected to it, and each of them can affect how the document looks. In
this method, a reader may attach a personal style sheet to modify the appearance
of the page to account for technological or human restrictions, while an author can
construct a style sheet to indicate how the page should look [141].

Additional CSS analysis is being done, such as finding duplicate [142] CSS files or
detecting errors [143], which is greatly enhancing the style industry. Personalized
dynamic CSS can be for designing different web application for mobile devices [144].

3.3.3 Material-UI

Material UI is a very popular React UI package that helps developers to create user
interfaces fast and effortlessly which are attractive, responsive, and accessible. This
package has been created on the Google’s Material Design [145]. It offers a high
collection of reuseable user interface components and style sheets6. Google created
Material Design for giving the same user interface experience across all platforms and
devices such as computers, tablets, and mobile devices. Material Design employs a
visual language that uses grid-based layouts, strong typography, and vibrant colors.
Material UI is developed for ReactJS. It includes pre-defined components (such as
buttons, forms, dropdown, textboxes etc.) that may be reused across the program
as React is popular for its component based paradigm.

One of the primary advantages of utilizing Material UI is that it gives the applica-
tion with a uniform and unified design language. This implies that the user interface
will appear and feel the same across all displays and devices, which may improve the
user experience and minimize the cognitive burden. Material UI also includes a suite
of responsive design utilities that enable developers to easily create interfaces that
adjust to various screen sizes and devices. Another advantage of Material UI is that
it is extremely configurable. Developers may easily alter Material UI’s default styles
and themes to fit the appearance and feel of their brand or application. In Material
UI, there is a feature called "Theming", by using this developers can customize the
application with their own design [146].

Material UI is a powerful and adjustable UI package that allows developers to
create attractive, responsive, and accessible user interfaces fast and effortlessly. It
includes a set of pre-built components that are similar to Material Design principles,
which might assist to improve the uniformity and usability of the user interface.
Developers may quickly adapt the appearance and feel of their brand or application
because of its flexibility.

6https://mui.com
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3.3.4 Axios

In web applications, it is very common to make HTTP requests. For doing this,
it is very important to choose a powerful HTTP client for the application. Axios
is a very powerful Javascript library that is a promise-based HTTP client. Among
developers, Axios is becoming popular day by day because of its powerful features
and easy usage 7. With Axios, developers can send and receive data by using API.
Axios works with all current browsers and has a simple and beautiful request syntax.
It may be used in both browsers and server applications.

Axios has capabilities such as interceptor support, automated conversion of re-
sponse data to JSON, support for HTTP cookies, request cancellation, and much
more. Axios has capabilities such as interceptor support, automated conversion of
response data to JSON, support for HTTP cookies, request cancellation, and much
more Axios also supports, request cancellation. Sometimes because of network con-
nection, there are possibilities to not get data for a long time like 3 to 5 seconds.
That time this request needs to be canceled otherwise the application would work
incorrectly [147]

3.3.5 PlotlyJS

Plotly is a popular data visualization python framework that allows users to create
interactive dashboards with different types of charts, graphs and other visual com-
ponents. This framework can be used with a wide range of programming knowledge
of users. This flexible feature makes this framework work with not only python
but also Javascript and R. Plotly.js8 is a robust JavaScript framework that allows
the user to create dynamic and aesthetically attractive data visualizations. This
framework has various types of visual components, with those the researchers and
the data analysts can create very interactive and user-friendly charts and graphs.
Plotly.js has gained appeal among developers and data scientists for constructing
rich and dynamic data-driven apps due to its wide capabilities and adaptability.

This visual library is accordant with a wide range of data sources so that the
user can work with different formats of data. Whether the data format is in CSV,
JSON, or a database, Plotly.js provides simple APIs to load and show the data.
This framework does not only work with the static dataset it also supports real-
time updates, so that the visual components can be dynamically updated with the
newly available data. Another important component of Plotly.js is customization.
The library provides a plethora of choices for customizing the look of charts. To fit
the desired visual style, the user may modify many variables such as colors, fonts,
axes, legends, and annotations. Plotly.js also supports responsive design, which
allows charts to adjust to multiple screen sizes and orientations.

7https://axios-http.com/
8https://plotly.com/javascript/
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The main goal of this thesis project was to develop a diagnostic learning analytic
system. The plan for this project has been done in two steps. Figure 4.1 is illustrated
the first phase of the methodology. On this phase the plan was the raw data will
pass through a data preparation process where the data would be extracted, cleaned,
transformed etc. In this step the raw data files would be transfromed into JSON
format. The backend environment will use this JSON data and through API it
would be saved into a database (MySQL). A Frontend environment would call these
data through the backend environment via API. In the frontend environment a data
pattern analysis would be performed with the data. In the data pattern analysis
these data would go through exploration and discovery then an appropriate analysis
would take place. After that this analysis result would be visualised in a dashboard.
If additional analysis needed then the frontend will call the backend through API
to fetch proper data from database to perform same steps for the next analysis.

Figure 4.1: Block diagram for methodology (Step 1)
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In Figure 4.2 the final phase (which has been implemented) has been presented.
In this methodology, all of the data will come from some provided API from TUC
server ina backend environment. In the data fetch all the data will be fetched from
the API and a pattern analysis will be performed. In the data pttern analysis the
data will be explored and then data process will take place. After processing the data
some proper analysis will be done by using the data. An frontend environment will
call these analysis results through some APIs and will be illustrated in a dashboard.
Like the first step if further analysis needed then the frontend will call the backend
through API and the result will be shown it the dashboard like before.

Figure 4.2: Block diagram for methodology (Finalized)
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4.1 Use Case Description

In 2022, Technische Universität Chemnitz proposed a digital mentoring system along
with Universität Leipzig, Technische Universität Dresden and Hochschule für Tech-
nik, Wirtschaft und Kultur Leipzig Fakultät Informatik und Medien, where a seminar
will be held for introducing the different steps of the scientific research work. To
complete this course, the students need to prepare a presentation and a research pa-
per. This monitoring system has been integrated in OPAL, the students will get the
self-tests for all lessons. These self-tests help students to figure out their weaknesses
in any lessons of this seminar [TUC3].

The participants of this seminar are the students of Bachelor’s and Master’s pro-
grams but majority participants (greater than 90%) [TUC1] are from Master’s pro-
grams and they belong to different cultures. The proposed formative assessment
has two forms. First one is ARS test and second test is a standard Self-Test. ARS
test is used for motivate the students during the lecture and train the participants
with the learning contents to increase their motivation in this seminar course. In
this test form the mentor starts a discussion about the problems of the topic and
discusses them during the lecture time to clarify the mistakes by the mentee. After
the lecture, it is necessary to train the students about the learning contents. The
Self-Test has been provided to fulfill this purpose. The students take part in this
self test, where the system would give them the feedback about their participation.

Each of these two test forms has four different tests. The first test is about
reviewing or searching the trustworthiness about different works of literature and
their sources. In this test, the students would be given different literature sources
and they have to find out the reliability of these sources. After this, the second test
is about the scientific topic presentation. Two different types of presentation video
will be there and the participants need to figure out which presentation techniques is
more accurate with the scientific presentation. The third topic is a discussion about
scientific topics. The students need to assess the given typical questions by answering
them to figure out how those answers are appropriate for scientific research fields.
The last test focus on scientific writing skills about plagiarism. Some examples of
quotations (both direct and indirect) would be provided to the students for checking
the correctness of them.

4.2 Data Fetch

In web development, data fetching is a very crucial and vital feature. This feature
could be called the heart of a web application. If anything goes wrong with this
section, there is a high chance of falling down of the whole project. This feature
enables to development of an interactive and dynamic project and the user can get
up-to-date information. Most of the time this "Data fetch" term refers to retrieving
data from an external source. The fetched data can be in JSON, XML, HTML etc
formats. Data fetching is an important component of modern web development,
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and there are several ways and packages for doing this task. The approach used will
be determined by the project’s individual demands and goals. Data fetching best
practices include reducing data transmission, caching and compression, and error
handling. That is the reason, data fetching is an important stage in data-driven
operations. It guarantees that the appropriate data is available at the appropriate
moment, supporting data analysis, decision-making, and a wide range of applications
across businesses and disciplines.

In this study, the data fetch is done in the "Backend" project, which is developed
by Python. Python provides different techniques and modules for data retrieval, but
each of them has its own advantages and disadvantages. The approach chosen will
be determined by the project’s individual demands and constraints, but developers
can be confident that Python provides a strong and versatile ecosystem for data
retrieval and processing.

urllib1 is a Python library for performing HTTP queries, which is part of the
standard library. It has a lower degree of abstraction than the requests library,
but it is also more versatile and customizable. The urllib library can manage au-
thentication and cookies and supports multiple HTTP protocols, including HTTP,
HTTPS, and FTP. It also provides common and basic error handling features, like
404 (Not Found) or 500 (Internal Server Error). But sometimes this library will
cause confusion for 4XX URL errors. It can be said it is a small drawback of this
library.

Figure 4.3: Block diagram for Data fetch in Avenseguim

A total of eight APIs are provided for this study. All of them are GET requests.
That means these APIs would fetch information from the TUC server but it would
not send any data to the server. Each API returns a Python dictionary in JSON
format. As the response is a Python dictionary so, every entries or values for each
keys are at same position and the key names represents the column names of the
table. In Figure 4.3, the block diagram of data fetching "Avenseguim" has been
illustrated, where it can be seen that TUC server is only sending the data to the
Analytics system. But there is no HTTP response is going back to TUC server. A
sample of response data can be seen in the code snippet below. From this snippet, it
can be understand that, this table has columns (Semester_ID and Semester_Name)
and it has two rows. The semester id 3 belong to semester name "SS_2020" and 2
belong to "SS_2021". In Figure 4.4, the database schema of the API can be seen.
As this study used only four APIs, the schema is only showing the relationship

1https://docs.python.org/3/library/urllib.html
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among the database table of the APIs.

1 {
2 "Semester_ID": [
3 3,
4 2
5 ],
6 "Semester_Name": [
7 "SS_2020",
8 "SS_2021"
9 ]

10 }

Listing 4.1 Sample of API response

Figure 4.4: Database Schema

4.3 Data Pattern Analysis

After importing the data in the system it is important to analyze the data pattern.
This data pattern analysis will help to find the number of missing or duplicate
values. Sometimes it needs to identify that which values are not depended on each
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other or maybe deepened with each other. This analysis would also figure out this
information. How much an attribute can be used in further analysis, also can be
figured out from this analysis. Data pattern analysis makes it very easy to find
out the target dataset and its columns. Except these, data pattern analysis would
identify the column type (like numerical or categorical). Data pattern analysis can
be done in many ways. This study, followed basically two steps to do this analysis.
These steps have been explained in the next section. At the end of these steps, two
data frames achevied like Figure 4.5

Figure 4.5: Dataframe Schema

4.3.1 Data Exploration and Discovery

In the data science world data exploration and data discovery they look similar, but
there is a slight difference between them. The data exploration is which part of the
data will reveal the answer to the target problem. This also can help to explore
different hypotheses. Sometimes data exploration can refer to as a data refinement
process. On the other hand, data discovery comes after data exploration. When the
part of the data has been found out, data discovery helps to dig deep into the data
and gives more insight about the dataset. Basically in the data discovery phase, the
data pattern gets started.
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Some steps could be followed for performing these two phases. First of all, the
target columns need to identify which can be used for solving the target problem.
Then basic metrics that means the total column and row numbers, and their data
type need to be checked. After that variant analysis needs to be performed. This
analysis could be graphical or maybe non-graphical. For graphical analysis, his-
togram, box plot or count plot can be used for univariate. For analyzing bivariate,
scatter plots, Linear Correlation, and Regression Analysis can be used. After the
analysis, the column needs to identified whose value needs to be transformed from
categorical to numerical or vice versa. Last step is variable interaction. How the
variables are interacting with ecah this need identifed for the further steps.

4.3.2 Data Processing

Data processing is critical for organizations and researchers to acquire insights into
consumer behavior, market trends, and other vital elements affecting their opera-
tions. Data processing is the most important step for further decision-making steps.
After gathering the raw data, it is needed to be converted into meaningful informa-
tion. In the data world, this step is very sophisticated because if this does not have
done appropriately the output would not work properly or maybe some information
could be lost. Most of the data model depends on this step. If the data is not
processed properly then the whole model could fall down.

Data processing starts after exploring and discovering the data. It can be done
by various tools and software. Among them, Excel, and Python are very popular.
Python is commonly used for data analysis and can handle larger datasets. This
could be done in some steps. These steps could be different for different projects or
sets of data. In this study, data processing has been done in six steps. In the Figure
4.6 these steps have been given.

Data Cleaning

After exploring and discovering the data, it needs to be cleaned. The process of
discovering and deleting flaws or refurbishing the inconsistencies, and inaccuracies
in raw data is known as data cleaning. It is an important phase in data processing
since it guarantees that the data is correct, dependable, and fit for analysis. A
variety of circumstances can cause the raw data to fluctuate, be inaccurate, or be
inaccurate. The circumstances include human-made mistakes (like typing mistake,
or manually entering data), machine errors or sometimes system glitches. When
erroneous data is sent across systems, system faults can occur, resulting in data
corruption, loss, or duplication. So it becomes very difficult to use them further.
This is the reason data cleaning is needed to polish them into a good format so that
the data can be used in further decision-making. Data cleaning involves different
techniques and methods, depending on the type of data. These techniques include
removing duplicate records, correcting spelling and formatting errors, and dealing
with missing or null values. Sometimes data cleaning needs some difficult techniques
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Figure 4.6: Data Processing Steps

like standardizing variables, transforming variables, or removing outliers to make
them suitable for analysis.

Some critical columns need correct data during the aggregate of various datasets.
Those columns must contain legitimate data, or if they have a trash value, they
must be eliminated from the whole dataset. Those datasets may occasionally be
populated with accurate data. It guarantees that the data utilized for analysis is
trustworthy, accurate, and appropriate for the task at hand, resulting in more robust
and relevant insights.

Data Validation

After cleaning the data, validation takes part. Data validation is the process of ver-
ifying that data has been cleansed to guarantee that it is both correct and valuable.
It is accomplished by including multiple checks into a system or reports to assure
the logical consistency of input and stored data. Data is input into automated sys-
tems with little or no human oversight. So it is critical to guarantee that the data
entering the system is valid and satisfies the specified quality criteria. If the data
is not input correctly, it will be useless and may cause larger downstream reporting
concerns. Unstructured data, even if entered correctly, will incur expenses for clean-
ing, converting, and storing. There are some common data validation techniques
have been followed. It is not necessary that every project would follow the same
steps.

First one is data type validation. This step ensures that the data is entered in this
field its type is same as it should be. Sometimes it can be seen that the data field is

60



4 Methodology

integer but the entered data type is string. Then range check comes, here the data
should in a certain range. But in the erroneous data it can happen that some data
are out of the range. Data format checking is another validation that needs to be
done with the existing data. In this step, mainly the date or time format is checked.
Consistency validation is the fourth phase. Here the data needs to be consistent
with the real world.

In this study, the data type has been checked and the data has been converted into
the required type. Some data has found which are not consistent like the test starting
date and time is overlapping with the next test start date. This consistency has been
maintained in this study. Data format check also has been done in Anvenseguim.
The date time fields were in string type.

Data Sorting

Data sorting is a procedure that includes putting data in some meaningful order to
make it simpler to interpret, or display. When dealing with research data, sorting is
a frequent strategy for presenting data in a way that makes it simpler to understand
the story the data is saying. There are two ways to do it. First one is ordering
where the data were arranged in a sequence of number. Another one is categorizing,
here data organized in a certain same group. In this study, both ways have been
adapted. some has been sorted by the SemesterID which is a integer data type. And
some data has been organized by Test Type.

Data Aggregation

Data aggregation, in its most basic form, is the act of gathering often enormous vol-
umes of information from a particular database and arranging it into a more usable
and complete medium. Data aggregation may be used to summarize information
and draw conclusions based on data-rich results at every size, from pivot tables to
data lakes. Because of the increasing availability of information and the relevance
of customization metrics across the company, data aggregation has become highly
essential. Data acquired by businesses is critical for making better decisions, under-
standing customer behavior, improving process efficiency, and, lastly, understanding
performance, whether of the firm or its products. To that goal, just obtaining high-
quality, dependable data is insufficient. Consistent discoveries, consistent evolution,
and data usability all play important roles. Business decisions including activities
such as strategy planning, pricing, and marketing campaigns rely significantly on
information derived from aggregated data.

In this study, data aggregation has been done into one data source with different
data tables. After sorting the data it has been seen that some columns have such
values which are not easy to read (hash code or system generate numbers). To make
them easily accessible other related data table has been joined with the main data
table.
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Data Selection

Data selection is a process where a small chunk of a dataset would be selected from
a large dataset. This data set selection would be based on certain criteria. This
process makes the dataset more manageable and makes easily to perform the next
analysis steps. Another reason doing this step is very necessary, it reduces the
volume of the data set, which is very essential for the data world. It is possible
to decrease noise and remove irrelevant data that may cause erroneous results or
misleading patterns and trends in the data by selecting a small subset of data that
is more relevant to a particular task.

Data Classification

Data classification is a process where the whole data set is categorized into multiple
groups or clusters that behave the same. The purpose of this step is to organize
the scattered data into clearly understandable and searchable. Another reason for
classification is, to manage the whole data set based on the similarities and differ-
ences. Data classification increases the effectiveness of the data quality. Effective-
ness means that the data would be more accurate than before. The data would
not contain random or garbage values. The data would behave the same as the
group it belongs to. Robustness can be achieved by data classification. The data set
should be predictable by the group name which makes the dataset easily searchable
and accessible. Classification can be accomplished with different techniques. These
techniques depend on the data structure and pattern. Most common techniques are
clustering and decision tree. Clustering groups the data based on the similarities of
each other and the decision tree uses a set of rules to classify the dataset. This study
uses clustering technique to classify the whole data set into different test types. Each
test could occured in different groups. The dataset has made different clusters for
the different test groups also.

4.4 Data Analysis

The main purpose of this study is to build a learning analytic system. Specially
a diagnostic learning analytic system, that all the data and the information are
about learners and goal of this system would be to find out the reason behind any
occurrence. As described before diagnostic analytic is an out of box process. After
presenting the available data then the main steps for diagnostic starts. Descriptive
analytics is used to present the existing data and based on that analysis the diagnos-
tic analysis has been performed. This thesis project has performed both analyses.
In the next section, the procedure and the steps taken for performing these analyses
have been discussed.
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4.4.1 Descriptive Analysis

This study aims to create diagnostic learning analytics. For any diagnostic analyt-
ics, the root analysis is descriptive analysis. As descriptive analysis is a key part
of data analysis that focuses on summarizing and explaining the primary features,
patterns, and trends in a dataset. It entails arranging and displaying data in an
understandable manner in order to obtain insights, analyze distributions, and con-
vey crucial results. To explain the data in descriptive analysis, several statistical
measures and techniques are used, such as mean, median, standard deviation etc.
These measurements give information on the data’s usual values, distribution, and
variability.

Descriptive analysis can be performed on a single variable or may be multiple
variables. The analysis performed on a single variable is called univariate analysis.
For central tendency, this analysis uses mean, median, mode. Measures of dispersion
also performed in this analysis by using range and standard deviation. This study
uses this analysis to find out the central tendency by performing mean of different
test points.

Mean is the most common and frequently used method to find out the average of
the given items. The formula 4.1 for mean very simple like below. Though it is very
simple, but this can help the information and help to predict the what can happen
in the future.

mean =
Sum of items

Total numbers of items
(4.1)

Mean can be useful for analyzing the historical information of an organization. By
doing mean of the historical data of the organization it could be figured out that how
the data is changing over time. Another usage of the mean is comparing values of
different departments of an organization. This could the first step to answer further
prediction about the organization. A good visualization would convey the best
result to the audience. That is the reason not only performing the mean calculation
is enough, the visualization is also important. In the latter sector how the result of
descriptive analysis illustrated has been discussed.

4.4.2 Data Drill-Down

In diagnostic analysis drill down plays a great role. Drill down is an analytics
function that allows users to immediately switch from an overview of data to a more
comprehensive and granular view inside the same dataset they are examining by
clicking on a measure in a dashboard or report. It allows everyone to investigate
particular information in a report from various perspectives by descending from one
level of a specified data structure to the next. Drilling down into a dataset can offer
more comprehensive information about which components of the data are causing
the observed patterns. Suppose, the user may deep dig into national sales data
to evaluate whether certain areas, consumers, or retail channels are responsible for
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higher sales growth. Drilldown is a technique in online analytical processing (OLAP)
and information retrieval in which the many features of current information items
are employed to gradually narrow the analysis or search for them. In OLAP, the
attributes are referred to as dimensions. Facets, on the other hand, are used in
information retrieval. Drilldown allows for "zooming in," or seeing existing data at
various degrees of detail.

In [148], the researchers introduced a new technique, smart drill down, for explor-
ing the whole relational dataset in efficient way. With this the researchers, found out
the set of groups which are represented by a common rule. As example, the meaning
of (a, b, *) is with first column value a and second column value b there is a possibil-
ity that in the third column there could be thousand of values. So, this smart drill
down presents some set of rule where the analyst can understand the structure of
the dataset. Data drill can also be used in learning analytics dashboard to visualise
the learning progress of students. According [12] the data drill-down process can
lead the users to very interesting details after applying a predictive model. In Figure
4.7 it can be seen that the international student with high engagement, the model
proposes the high percentage rate of coverage of the course module path.

Figure 4.7: Drill down tree for recommendation on student performance [12]

4.5 Correlation

According to Webster’s online dictionary, correlation means "a relation existing be-
tween phenomena or things"2. Most of the time the term correlation is used in
statistics for expressing the intensity of association between two variables. In short,
it can be called bivariant analysis. This relation intensity is expressed in a number
which is called the correlation coefficient. This coefficient value ranges between -1
to 1. The negative coefficient represents that the variables are moving in opposite
directions. In the same way positive coefficient means, the two variables are moving
the same direction. If the variables are not related to each at all then the coefficient

2https://www.merriam-webster.com/
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would be zero. In diagnostic analysis and different ML algorithms, it is very impor-
tant to know which variables are correlated with other. This information can help
the analysts to prepare data to fulfill the expectation of those algorithms and anal-
ysis, whose performances are dependent on these inter-dependencies. Correlation
also indicated the predictability of relationship between two variables. As a classic
example, the correlation between systolic blood pressures (SBP) and diastolic blood
pressures (DBP) (in Figure 4.8) for genders. From the figure it is clear to under-
stand that, SBP and DBP are highly correlated as they are increasing or decreasing
together.

Figure 4.8: Correlation of SBP and DBP according to gender [13]

There are several methods to perform correlation. The most common and fre-
quently used methods are Pearson correlation and Spearman correlation. In this
study, the Pearson correlation has been used to figure out the relationship between
different test results. This correlation used for two continuous and quantitative vari-
ables. The Pearson correlation used for normally distributed data and when their
relationship is linear [149]. To calculate the Pearson correlation the formula 4.2
given below is used -

r =
n× (Σ(X, Y )− (Σ(X)× Σ(Y )))√

(n× Σ(X2)− Σ(X)2)× (n× Σ(Y 2)− Σ(Y )2)
(4.2)

where,
r = Correlation Coefficient between X and Y
n = Number of observations

Pearson correlation can be used in different sectors. A study is being conducted in
the healthcare industry to find out the relationship between Post Traumatic Growth
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(PTG) and Post Traumatic Stress Disorder (PTSD) symptoms by using Pearson
Correlation. The result comes out that, there is a positive correlation between
these two symptoms for different variables like - age, trauma type, and time since
trauma [150]. Noise reduction research focuses on estimating clean speech from noisy
observations. Optimal filters traditionally use the mean-square error criterion, but a
new approach based on the Pearson correlation coefficient offers an improved analysis
of noise-reduction performance, making it a more suitable criterion for optimizing
filters [151]. The relationship strength can vary for different sectors. Table 4.1
represents the thumb rule of Pearson correlation.

Coefficient value (r) Description
±0.90 to ±1.00 Strongly high positive (negative) correlated
±0.70 to ±0.90 Moderately high positive (negative) correlated
±0.50 to ±0.70 Moderately positive (negative) correlated
±0.30 to ±0.50 Low positive (negative) correlated
±0.00 to ±0.30 Negligible positive (negative) correlated

Table 4.1: General thumb rules for correlation strength [16]

4.6 Clustering

Clustering is a key approach in data analysis in which comparable data points are
grouped into separate clusters based on their commonalities. Clustering seeks to
uncover patterns, structures, or natural groups in a collection without the use of
explicit labels or preset categories. All clustering algorithms are designed on un-
supervised learning principles, that the reason those algorithms can work with any
kind of unlabeled data for discovering the underlying meaning of it. Clustering
may be used in a variety of disciplines, including image segmentation, customer
segmentation, anomaly detection, document categorization, and others.

The process of classifying involves putting a fresh observation into a set of es-
tablished categories despite obstacles including overlapping classes and uncertainty.
Probability estimate, which uses statistics, aids in choosing the group that is most
likely, but taking into account imbalances or different classification costs may re-
quire more complex criteria [152]. Classification algorithms can be divided into nine
different categories depending on the dataset type and the problem categories [153].
According to the problem category and dataset pattern, this thesis study needs to
partition the dataset in some categories. To solve this kind of problem partition
based clustering algorithm is best way to use. Among all of the partition based
algorithm, K-Mean [154] is very popular and most frequently used algorithm.

In [155], the K-Mean algorithm has been refereed as "An Ageless Algorithm".
The K-Mean method may be described as a straightforward partitional algorithm
that seeks to identify K numbers of non-overlapping clusters, where each cluster
is determined by the centroids of various data points. The algorithmic steps for
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K-mean algorithm has been pointed out by using Euclidean distance metric in [156]
like following -

1. Define the number of clusters, K

2. Initialized the cluster centroids. At the beginning, these points would be un-
known. So random point would be selected at starting point of the algorithm.
The number of centroids are same as the number of the clusters.

3. Next step is to allocate the data points to their nearest cluster centroid. This
allocation would depend on the distance of the data point and the centroid.
If this distance is minimum the data point would be assign to that centroid.
This distance is calculated by using Euclidean Distance equation 4.3

d (p, q) =

√√√√ n∑
i=1

(qi − pi)
2 (4.3)

where,

d( p,q) is the distance between p and q

pi, qi are the initial origin for the p and q

n is the total number of the datapoints

4. After the initial allocation of centroid, the centroids need to be re-initialized
by using the following formula 4.4

Vi =

(
1

Ci

) cl∑
1

pi (4.4)

where,

Ci is the data point numbers in the ith iteration.

5. Until no data points are reallocated Step 3 and 4 needs to be repeated.

Clustering analysis can be used in different domains for classifying different data
point in the same category. In Indonesia, Bengkulu Province is an earthquake-
prone area so the characteristics of this area needs to be studied. To find out the
earthquake epicenter [14] used K-Mean analysis. In the Figure 4.9 the clusters can
be seen. The reasearchers have found the fourteen clusters for the earthquake-prone
area.
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Figure 4.9: K-Mean cluster analysis for earthquake [14]

4.7 Visualization Techniques

Visualization techniques are all about generating a mental picture that helps to
understand the information in a detailed way. It should be understandable by anyone
after watching it. This is the reason the visualization technique needs to be chosen
very proper way to present the insight of information. This thesis project used
basically three techniques for visualization which have been discussed below.

Table

The first visualization technique this project adapt is table. Reading line after line
does not give a human a very good and clear picture of the data. But when the
same person sees the data or the information in a tabular format, for that person
it becomes more clear and understandable. At first glance, the person can have a
good understanding of the data pattern and the quality of it from the tabular data.
Table data visualization is an excellent approach to help people understand data.
People can easily spot patterns and trends because perception is easier. This assists
them in identifying outliers and anomalies.

A table visualization displays data from a metric set in a tabular format. A
table, also known as a data grid or data table, is the default style of visualization
that is utilized when selecting data for the first time. Tables are designed to be
read, therefore they are perfect for presenting data that cannot be simply displayed
visually, or when the data demands more specialized attention. Furthermore, tables
emphasize precision, allowing the analyst to go deeper into the statistics and study
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specific values rather than relying on approximations or representations. Finally,
tables aid in the evaluation of data sets with various dimensions and values without
the need for elaborate displays.

A table can act as a symbol of a sector, which can be accepted as a constant
world wide. A classic example of this kind of table is a periodic table of chemistry.
This table saved so much time to remember the elements of chemistry and their
behavior according to their atomic numbers. The most important point of this
table is a person can see the trends in the properties of the chemical elements. The
organization of this table has been divided into three parts - periods, groups, and
blocks, which are known to all worldwide chemists and scientists who are working
with this table.

In data science, before doing any kind of analysis the scientist presents the data
in a table so that they can have a good picture of the data orientation. For example
in [157] the researchers tried to survey of best visualization of network security.
But before doing the survey they generate a table with the network data source to
understand about them and take further steps with this kind of information. This
thesis report has used this kind of table for showing the overall student information
which is interactive with each action.

Bar Chart

Visualization raises learners’ awareness of the learning process [158]. Aside from
that, if given in meaningful ways, visual displays play a key role in sense-making
[159]. In order to assist learners grasp and analyze data, visualization should be
familiar and appealing to them [160]. Various visualization techniques can be used
to develop a learning analytics dashboard. In [161] the researchers compare some
very common visual techniques for dashboard and the result came out that line chart
and bar chart are the most popular techniques to show the student’s performance.
According to this [162] study, it is seen that bar chart is best visual technique to
show the students different types of scores and compare them to each other.

A bar chart depicts categorical data by using rectangular bars with lengths or
heights that match to the value of each data point. Volume is used in bar charts to
show changes between each bar. As a result, bar charts should always begin at zero.
When bar charts do not begin at zero, consumers may misinterpret the difference
between data values. The bar chart displays discrete, numerical comparisons across
categories by using either horizontal or vertical bars. The chart’s one axis depicts
the precise categories being compared, while the other axis provides a discrete value
scale. Bar charts differ from histograms in that they do not show continuous changes
throughout an interval. Instead, the discrete data in a Bar Chart is categorical, and
it answers the question of "how many in each category?"

According to "Think Design"3 bar should be used in some special cases when
other visualization can not represent the information readable way. When com-

3https://think.design/
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paring discrete categories, bar graphs/charts can be used to graphically illustrate
comparisons. Categorical data is data that is divided into discrete groups, such as
months of the year, age groups etc. Think design suggests showing this kind of
data in vertical alignment since the text of labels can be presented in a wider space.
The second scenario is comparing categories and subcategories. In this case a bar
chart with bars grouped (Figure 4.10(b)) in groups of more than one to represent
the values of more than one measured variable. Stacked bar charts work well here
to show how much each sub-group contributes to the sum in its category. It may
be used to compare how entities perform against one another and how much each
sub-group contributes to the overall performance.

The overlapping bar charts (Figure 4.10(a)) can be used to compare similar data
sets, which is the third case, on the same chart by using different width bars. It
can serve a dual purpose by comparing categories on one axis and representing a
discrete value on the other. A single data set can be seen or a comparison of two
data sets can be performed concurrently by preferentially choosing or deselecting
legend labels. Sometimes it is possible to have some negative data in the dataset.
It is important to consider this kind of data in an analysis to get insights of the
deviation of data. So for comparing numbers that tend to fall into negatives as well
as positives column charts can be used to understand the deviation of the dataset.

(a) Example of overlap bar chart (b) Example of grouped bar chart

Figure 4.10: Example of different bar charts

Heatmap

A heatmap is a grid of colored squares that represents values for a primary variable of
interest over two axis variables. Like a bar chart or histogram, the axis variables are
separated into ranges, and the color of each cell represents the value of the primary
variable in the corresponding cell range. Heatmaps are also far more visually striking
than regular analytics reports, making them easier to grasp at a glance. This makes
them easier to interact with, especially to those who are unfamiliar with processing
big volumes of data.

Heatmaps are used to demonstrate relationships between two variables, one on
each axis. It is possible to see if there are any patterns in value for one or both
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variables by monitoring how cell colors vary across each axis. The variables shown
on each axis might be of any type, including category labels and numeric values.
In the latter situation, the numeric value must be binned, as in a histogram, to
produce the grid cells that will depict the colors associated with the main variable
of interest.

In data analytic, there are two types of heatmap used most frequently. The first
one is cluster heatmap and second one is correlation heatmap. Instead than having
the horizontal axis reflect levels or values of a single variable, it is usual to have
it represent measurements of many variables or metrics. If we set the vertical axis
to individual observations, we get something that looks like a conventional data
table, with each row representing an observation and the columns representing the
entity’s value on each measured variable. This form of heatmap is also known as a
clustered or clustering heatmap since the purpose of this style of chart is to create
relationships between data points and their attributes. In Figure 4.11(a) a simple
clustered heatmap can be seen, Each column in the figure represents an individual
floral specimen, and each row is a measurement from that item.

The second type of heatmap is the correlation heatmap, which has been used in
this paper. A correlation heatmap is a heatmap version that substitutes each of the
variables on the two axes with a list of numeric variables from the dataset. Each cell
illustrates the connection between the crossing variables, such as a linear correlation.
These basic correlations are sometimes replaced by more complicated representations
of relationships, such as scatter plots. Correlation heatmaps are frequently used in
an exploratory function, assisting analysts in understanding correlations between
variables in the service of developing descriptive or predictive statistical models. In
Figure 4.11(b) a correlation heat has been illustrated. It is very seen to understand
from the figure that petal length is strongly connected to petal width and sepal
length, whereas sepal length is adversely associated to the other three factors.

(a) Example of clustered heatmap (b) Example of correlation heatmap

Figure 4.11: Example of different heatmaps
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Scatter Plot

When displaying the relationship between two continuous variables, a scatter plot
is a particular sort of graphical representation. This visualization is very helpful
when the connection between two variable or distribution of data points need to
visualize. An illustration of the distribution and grouping of data points according
to their characteristics or qualities is called a scatter plot, and it is frequently used
in clustering. Finding organic clusters or groups within the data is useful. Using k-
means, one may locate clusters in a scatter plot and see what each cluster’s centroids
(means) are like.

The effectiveness of the K-means algorithm’s division of the data points into
discrete clusters may be clearly seen in scatter plots. The borders between the
clusters are often easily visible since distinct clusters are typically represented by
various colors or symbols. On the scatter plot, it is simple to see each cluster’s
centroid, which reflects the mean of the data points within that cluster. This makes it
possible for us to see where each cluster’s center is located in the feature space. Even
for audiences that are not technically savvy, scatter plots are simple to understand
and comprehend. Effectively communicating the clustering findings requires the data
points to be shown in a scatter plot with various colors denoting distinct groupings.
Even while scatter plots are useful for displaying K-means research, it’s important
to be aware of their limits, particularly when working with high-dimensional data.
Direct visualization of the clusters gets difficult in higher dimensions.

(a) Input dataset in Scatter plot (b) Output dataset in Scatter plot after applying
K-Mean

Figure 4.12: Example of Scatter Plot4.
4

4www.towardsai.net
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Figure 4.12(a) is showing the raw data points, where some of the cluster can be
assumed. But in the second Figure 4.12(b) the clusters become more recognizable
after applying the K-Mean analysis in the raw dataset.
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This chapter describes the implementation details as well as the functioning proce-
dures of the proposed diagnostic learning analytics, Avenseguim. These include the
used technologies, procedures and structure of the implementation process. Addi-
tionally, how the datasets have been fetched and processed for the further analysis
steps. Finally, the technologies and procedures to visualize the analysis also have
been briefly discussed.

5.1 Project Setup

In the Methodology chapter, the finalized block diagram shows that the project has
main two projects, Frontend and Backend. In Backend project, all of the data related
work has been done, such as data fetching, processing, API for analysis creation etc.
And in the Frontend project, a dashboard has been developed, where the analysis
of data has been visualized and the further analysis has been narrowed down.

5.1.1 Backend

Backend project has been developed by Python. The version of python is 3.8. As
IDE for developing this project has been used PyCharm1. PyCharm is a robust IDE
created exclusively for python development. It is a popular product of JetBrains
that offers a complete range of tools and capabilities to help python developers in-
crease productivity and streamline the development process. PyCharm’s intelligent
code editor is one of its most notable features. It provides extensive code completion,
syntax highlighting, and error detection, all of which substantially assist in produc-
ing clean and mistake-free code. The editor also allows code refactoring, allowing
developers to quickly adjust and improve their code structure without sacrificing
dependability.

For maintaining the good robustness of a project, its’ structure is very important.
The structure of the backend project has been discussed below. In the root, a folder
named src can be found. This folder has two more folders Data and API. The Data
folder contains all of the data computation work. First, in the fetch.py file all the
data would be fetched with the provided API from the TUC server (Figure 4.3).
In the same file the fetched dataset has been converted to panda DataFrame for
further data processing. The next file is processing.py. In this file, all data has been
processed for further analyzing them easily. The other steps (Figure 4.6) of the data

1https://www.jetbrains.com/pycharm/
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processing have been done in this file. The last file of this directory is analysis.py. In
this file, all of the queries for the different analyses (both descriptive and diagnostic)
has been placed.

The second folder of the root directory contains the logic for different APIs cre-
ation. These APIs are sending the analysis data to the frontend project. In utils.py
file the analytics has been fetched from the analysis.py file and changed the response
data to API-supportive data format (such as JSON) through some functions. Af-
ter that, these functions have been used in the main.py file for creating different
APIs. There is another folder named Notebooks, which can be found in the backend
project. This folder has some jupyter python notebooks. In this notebooks some
intermediate analysis tests have been performed before sending those analyses to the
frontend project. Each step of backend project has been tested in these notebooks.
For each step of the backend project there three notebooks have been created to
check how the functionality is working.

5.1.2 Frontend

The frontend project has been developed by ReactJS and the latest version 18.2.0
has been used. For developing this frontend project, PhpStorm2 has been used.
Like PyCharm, PhpStorm is another very well-known IDE of JetBrains for frontend
developers. Its powerful features support different web development languages, like
HTML, CSS, PHP, JavaScript etc. The wide range of tools of PhpStorm, helps to
enhance the productivity of the development process. The most notable feature is
it’s Version Control System (VCS). It can support different types of VCS (such as
GitHub, SVN etc.). A tree view has been integrated into it for version control. Any
kind of changes (commit, push, pull, merge, stash) can be understood in this tree
view very easily. This makes it easy for the developers to manage their code and
collaborate with their teammates.

Like the Backend project, the Frontend project has been structured too. In the
api folder the utils.js file has all the API call functions by using axios framework.
The route of the whole application starts from the App.js file of root folder. The
view folder contains all of the main and child components for the dashboard. This
front-end project has been developed with the single-page application concept. Dif-
ferent components would be visible according to its need. The visibility has been
determined by the different requirements and API calls.

The lifecycle of the frontend components has been illustrated in the Figure 5.1.
This application starts with the Landing View. With the users’ choice this view can
be split into two other views, Teacher and Student View. These views can commu-
nicate with their parent component, Landing View. The Teacher View consists of
Heatmap, Table view and Barchart. Among these three child components only Table
View can interact with its parent component, Teacher view. The Student View has
only one child component, Barchart. This component can throw action to itself to

2https://www.jetbrains.com/phpstorm/
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change the data to show another bar chart.

Figure 5.1: Frontend components lifecycle

5.2 Dataset Preparation

Data preparation is an important stage in data analysis. It is an iterative process,
and the stages followed may differ based on the individual problem and the dataset’s
features. Data preparation for this project is detailed in the chapter Methodology.
Cleaning, converting, and arranging retrieved data into a manner suitable for fur-
ther analysis is required. Proper data preparation is critical for every data-driven
project’s quality, dependability, and effectiveness. Data preparation is a crucial
aspect of every data science effort since a well-prepared dataset may dramatically
increase the performance and generalizability of machine learning models.

In this project after collecting the data from the API, the data preparation step
started. Data preparation started with the exploration and discover the data pat-
tern. This step has been done manually after loading the data in the system. In the
pattern analysis the first it has been checked that which columns are more important
in the further analysis. After check the column, the type of the column determined.
Suppose the Point column must be a numerical column. This could be either an
integer or a decimal. The existing data shows that the values should be decimal.
But the existing data were in string format. The another important analysis was
the readable data. The dataset should contain readable data so that it can be more
flexible to the developers. As example, each student has their unique matriculation
number and an unique id. But this unique id was a hash id, which is 32 character
long and which becomes very hard to read. So in the student dataset the matricu-
lation id can act as its’ unique id. So this UID column can be removed, but in the
test dataset the student id came as the student UID. So after the aggregation step
this UID column can be avoided from the final dataset.
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After the manual data exploration and discovery step data cleaning can be started.
The next steps all has been performed in the backend project with python. The
collected dataset where it has been seen that the identity (ID) columns are null or
empty, those columns have been removed from that specific datasets. The reason
behind is, the ID columns are needed to aggregate one dataset with another. There
are other data fields found empty, they are student score fields. Those fields have
been filled with zeros. Otherwise, it would cause an issue with further calculation.

The next step is data validation to check the required column type is same as its’
value. In this study, the column data type has been checked and the value of those
column has been converted into the required type. Some data has found which are
not consistent like the Test score column should have decimal type of data. But
in the dataset it is found that some of the value are in string format. Another
scenario found in the dataset that, the decimal numbers had some string character
(like comma(,)) those characters have been replaced by full stop (.) character to do
further calculations easily.

Next comes, data sorting. The test type has its’ own order. So this test names
should be in the same order as the real world. As the test name are string it was
difficult to sort them with their names. To have a consistent result a new integer
type of column has been introduced where for each test name. As example Search
test (for both ARS and Self Test) has given 0, then Presentation test (again for both
ARS and Self Test) has given 1 and so on. With this new column the test type order
could be maintain in the whole project.

In the aggregation step, three datasets has been aggregated together here. In the
first step, the semester and test data has been joined together. Then in the second
round this new dataset has been joined to the student dataset. In the final dataset,
all students would have their test and semester data. To aggragte the dataset only
common data needed among these three different dataset. That is the reason inner
join has been performed based on Student ID, Semester ID. The advantage of this
step is, for the further analysis there is no need to get these three data information
from three different datasets. These information would be in one single place. So it
makes very easy to access either one specific semester test data or student test data
or both for both test data. After aggregation dataset, it is wise to select only those
column which are important for the further analysis and with an understandable
name. This is the reason, renaming some of the column before selecting the vital
columns.

The last step of data preparation is data classification. This study used two types
of test data, Self test and ARS test. But ARS test can be performed into two groups.
So the whole dataset has been clustered into three group. One for self test, second
one for ARS test Group 1 and last cluster is ARS test Group 2. A new column has
been introduced in the final dataset where these three groups have been inserted.
So that it becomes easy to identify which test data is coming from which test group.
In the further analysis it was needed to get these three group data for finding out
the comparison among test point.
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5.3 Perform Analysis

This study aims to develop a diagnostic analytics system with learning domain data.
The first step of this type of analytics system is descriptive analysis. Descriptive
analysis will give an overview of the whole dataset. It becomes very easy to find the
fault, which would be the diagnosis, from this dataset overview.

The first descriptive analysis has been done by using tabular method. Tabular
Methods are used to break down data in the form of tables. It is a method of
organizing information in a grid row and columnar layout. Frequency table and
cross-tabulation are the most widely employed tabular formats for data summaries.
Tabular methods are useful for displaying data in a compact manner while also
allowing comparisons and insights. They are frequently utilized in a variety of
sectors, including as research, business, and data research. The second analysis has
been done by graphical methods. This study has used two types of visualization.
First one is bar chart, as different test results has been presented here so a group
chart is used to present a different type of test result. The second one is a heatmap,
to show the correlation between different test types and test groups, which is a part
of diagnostic analysis. The graphical methods will be discussed in the latter section.

At begin, all of the semester has been selected from the Semester API. But there
is a possibility that, the course have not been offered in every semester. So, it would
be a overwork if all of the semester has been selected. To reduce this overwork, only
those Semesters have been selected on which the course has been offered. This is the
reason, in data preparation the data aggregation is needed. From the aggregated
dataset only those semesters could be found which has the offered tests. That means
the course has been offered only on those semesters.

After selecting the semester, then comes to select the student according to the
semester. In general, the best scenario is one student should belong to only one
semester. In real world, one same student can not be in multiple semesters. But in
the provided dataset, it has been investigated that one student could be in different
semesters. In one case, the same student is in three different semesters. The reason
could be like this, the student may be enrolled the course, but could not pass in
one attempt. Then in the another semester, s/he again enrolls to the course. In
this semester the student took the ARS test and self-test, but at the end of the
semester, s/he did not submit the report physically, as the Report submission is
the last step of course completion. As one student can take the course maximum
three times. And same way the scenario could be repeated again for the last course
attempt time. At this time, the same student, took the self-test and tried to improve
his/her skill in the specific test task. After doing all this analysis this student list
has been presented in a tabular format according to the semester, where only the
basic information of the student can be seen. This is just a summary table, where
only student summaries can be observed.

After this student summary analysis, next comes the overall test score analysis.
In the data preparation, it has been observed that the tests could be classified in
three categories. First one is self-test, and other two are ARS test group one and
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group two. In this study, analysis has done for each test category. These test overall
score analysis has been done by the semester id. There is a possibility that any
semester could have this three categories of tests. Some of the semesters could
have only one category of test. Each test category, has four different test types,
Search, Presentation, Discussion and Report (which is the most important test for
completion of the course.). For each test type, the percentage has been calculated
against its own maximum points. In the same way test point percentage has been
calculated for student wise. Suppose, the maximum point of the Search Type test
is 12 and the student got 5 in that test. So the percentage would be 41.66%. In the
same way, the for all test type percentage has been calculated.

As this study is about developing a diagnostic analytical system, the analysis
needs to be done at the molecular level. Each test have task. To diagnose the
problem in a test, the task score for each test has to be analysed too. The task
score also analysed in the same way as the test. A test can be attempted in multiple
times. So the task data can be found for each attempt. This study compares the
highest test attempt task score and latest attempt task score. The reason behind
considering the highest score attempt is, assuming that the student score in every
task of that test and got the highest score among all of the attempt except the last
one. The last attempt task score has been considered because it is assuming that,
the student did well in other test task in other attempt but s/he was not doing well
in any specific test task which s/he did well in the last attempt. These are reason
behind to consider the highest score attempt and latest attempt in the comparison.

For both test and test task score data has been presented in a group bar chart.
But before sending this analysis data in bar chart needs to be formatted as the
required data format as the visualization framework. There is a possibility that
each test may not contain all of the test types. As example, for winter semester
2022, a student may be attempt for ARS search test, ARS Presentation and finally
ARS Report. For this student ARS Dicussion is missing. On the other hand this
student has attempted all of the test type of Self-test. If this two dataset send to
the visual framework, it will act very weirdly. That means as the ARS Discussion
data is missing here, but for Self-test discussion data is presented in the bar chart
in the discussion section for ARS test it would show the value of ARS Report test
data, which is totally wrong data presentation. To solve this issue, if there is any
missing test type for test dataset, that test value has been inserted with zero score.
After this data manupulation in the test data, when the visual framework tried to
show the overview of the test result, the ARS Report data would show in the Report
section not in the Discussion section.

In the overall test analysis, another analysis has been done to diagnose how the
self test are effecting the students task improvement. This analysis has been done
by using spearmen correlation. After applying the spearmen correlation alogrithm
in the whole dataset a correlation matrix comes. This correlation matrix has been
presented in a heatmap, has been discussed in the next section. Another diagnosis
has been done with clustering. This study has used K-mean algorithm for clustering.
The total dataset has been divided into three clusters. These clusters are, Good

79



5 Implementation

students, Average students and Going to fail students. With this analysis the tutor
can understand that which students need help to get a good score in the course.

5.4 Visualize Analysis

In this study, for visualization, a total of four types of techniques have been used and
these visualizations have been shown in the dashboard. The work of this analysis has
been done in the frontend project of this study. The first element of any visulization
technique is color coding. To get a consistent and easy understanding dashboard it
is preferable to keep the color coding in limited number. The number of color code
depend on the number of data points. As example, in this study while showing the
barchart maximum three colors needed as in the barchart three types of test data
are showing. But on the other hand in heatmap will have a range of data point from
-1 to 1. So for this visualization a custom color range, which is Blue to Yellow, has
been defined, like Figure 5.2. The first visualization technique is, a summary table
of student basic information. The row of this table is clickable. If the user click on
any row of this table the application will show the details of that student. There is
no color code has been used for this table.

Figure 5.2: The used color range

The second type of visualization is, barchart. In this study, the analysis have been
done to compare different test score. Group bar chart is the best way to show this
comparison. Before showing the comparison data in the barchart some data needed
to manipulate. This data manipulation process has been explained in the previous
section. Another barchart has been used in this study to show the comparison
between different task score of a test. The task comparison has been made between
two test attempts. First one is in the attempt where the student got highest score in
the test and second attempt is the latest attempt of the test. The reason behind to
show the comparison between these two attempts is, to check whether the student
did gain the skill in the highest score attempt on the specific task or in the last
attempt. It is possible that, may be at the last attempt the student was not concern
about his/her other task performance but only for the task where s/he was not doing
well in the whole semester. With this comparison it would be easy to understand
that is that student improve in the task at the end of the semester or not.

The third visualization technique is a heatmap, which is representing the cor-
relation between different test score. As mentioned before the data points are in
range of -1 to +1. When the correlation is high the datapoint is +1, this datapoints
represented by the deep blue color and at lowest datapoint is -1, which has been
represented by white. There is another possibility of the datapoint is no change at
all between test results. Those datapoints are zero, and they are represented by
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combination of blue and green. In the Figure 5.2 the right side is representing the
color for +1 datapoints and it ends in the left side with -1 datapoints.

Last visualization is a scatter plot. From this plot the three different student
clusters can be observed, which can help the tutor to point out the students who
needs help to improve their skills. As the scatter plot was showing three clusters
here only three colors were used from the pre-defined custom color range. Deep blue
is representing the top students, light blue is for the average students and the below
average students are represented by the blue and green color combination.
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6 Results and Evaluation

In this chapter, the result and the evalution of this analytical system has been
discussed in this chapter. At first, the findings will be discussed. With this analytical
system what kind of parameter can be dignosed so that the both student and teacher
can work on that specific test or task. Then this result will be evaluated with the
actual grade to verify how well this analytical system will diagnose the problem with
the student improvement and how good to identify the problem with any specific
task of any test.

6.1 Findings with Diagnostic Learning Analytics

The finding of this analytical system can be categorized in three. One is the summary
table, the second one is overall test result and last two is a correlation between tests
and clustering the students.

In the Figure 6.1, the student summary table can be seen. This table has been
fetched by semester wise. If the user changes the semester name from the dropdown
list, the data of this table will be changed accordingly. For each semester the student
information (row) will be different. But the column information would be same.
Initially, this table is showing eight columns about the students basic information
along with the total achieved score in both ARS and Self test. There could be two
types of values in these test columns. First type is a valid number in between zero
to thirty seven. This value meant, the specific student attempt the test and got that
score in that test. Another type of value is empty, that means the cell will have no
score (not even zero) it will represent that. the student did not attempt this test.

Basically, this table is showing the student list who enrolled in the selected
semester. This table has its’ own functionality. In the Figure 6.1 some parts of
it has been pointed out with red boxes. With the number one box, this table can be
filtered by every column value. As example, with filter option the user can filter out
the table with matrikel number or students’ name. After filtering option there is
another functionality that has been included in the table is a navigation bar, marked
as three. This bar will help the user to check the next page of this table. Each page
will load ten rows from the total student list.

This table rows are not clickable. If the user wants to check the details about one
student, s/he has to click on the "eye" button, marked as two, under the column
named "Details". When this details button is clicked, this analytical system will
show another view where the user can see the details of the selected student from the
table. In the student details view student’s basic information can be seen along with
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Figure 6.1: Student summary table (Semester wise)

the selected students’ all test information in a group bar chart. In this chart, the
comparison of test result between different test can be checked. For Self-test, there
could more than one attempt. This analytical system, consider only the highest
score test attempt in the overall analysis. Task score of the each self-test type also
can be seen. If the user click on the any type of self-test in a new pop-up the
task score comparison will be seen. In the task, group bar chart, the highest score
achieved attempt and last attempt comparison has been shown. The reason behind
to select this two attempt is, assuming the student has attempt all of task and got
the highest score in each task. And the last attempt is considered by assuming, that
the selected student did not attempt all of the task of the test but that specific task
where s/he needs to be improved s/he got the good score and improve that task.

At the beginning of the dashboard, overall test information and student count in
each test can be seen in a group bar chart. For both charts each group is test type.
The ARS tests are divided into two groups. Overall test information also have been
shown for those groups. The ARS test groups also have been considered as a group
of the group bar chart. In the Figure 6.2, this group bar chart has been illustrated.
From this figure, it is clear that the selected semester has four type of test for each
test.

A correlation matrix has been used in the dashboard, where how the tests are
co-related for the selected semester is illustrated in a heatmap. In Figure 6.3, the
correlation between different test types for the selected semester can be seen. When
the correlation score is positive it will represent that the test score are positively
related, but when the correlation score is negative then it is presenting that the tests
are negatively related. That means is one is increasing another one is decresing.
From the high correlation score it can be interpreted that, the performance of the
student is good from the lecture to final report submission. This student does not
need any diagnosis. On the other hand, if the correlation score for ARS test is low
but self test is high, which indicates a good sign. The student is also doing well in
the course. But the worst case would be when, correlation score for ARS test is high
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Figure 6.2: Semester wise number of student and overall test analysis in group bar
chart

but self test is low. This case needs diagnosis. There could be different scenarios for
this case. One is, may be the student understood the topic during the lecture (as
ARS test took place that time) and after that, during the self-test, s/he forget it.
The second case could be during the self-test the student is only concern about the
task in which s/he has weakness. So that student participate only in that specific
task of that spefic test type. As example, the student had weakness in the Task 1 of
Self-test, so s/he only concern about Task 1. Due to this reason, s/he only took test
of that Task and improve it at the end of the semester. The third cased could be,
the attend the lecture (thats’ why s/he has the ARS test score) and then s/he took
part in the Self-test, but finally s/he drop the course for that semester because in the
halfway of the semester s/he felt s/he is not going to get his or her expected result
in the course. Clustering analysis also has been done with the existing data. But
with the existing data no meaningful explanation was found out from that analysis.

6.2 Evaluation

The result of this study has been evaluated with the actual grade of the semester
for each student. This evaluation will show how well this analytical system will
diagnosis the on going students score in their test and the task.

For performing the evaluation, only the common student has been considered
in the both dataset, the final test dataset which has been used in this analytical
system and the actual grade dataset, which has been provided from the university.
The grade dataset looks like the Figure 6.4. For this evaluation only the yellow
marked fields. In the Type field, there are two types of test can be found. First on
is Presentation and second one is Report. Presentation evaluated by two tutors. So
in the dataset for Presentation both tutors’ score can be found. To calculate the
score for the Presentation, the formula 6.1 has been used,

Presentation_Score =

∑
(Presentation points)
Numbers of Tutors

(6.1)
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Figure 6.3: Correlation of different tests using heatmap

Here, Numbers of Tutors = 2

And the Report score has been calculated by using Formula 6.2. Then these
two score need to sum together to get the actual grade of the student in a specific
semester. For the actual grade 6.3 formula has been used.

Report_Score =
∑

(Report Points) (6.2)

Actual_Grade = Presentation_Score+Report_Score (6.3)

Now, the analysis score needs to be calculated. For this calculation, the formula
6.4 has been used.

Analysis_Score =
(ARS Test Score + Self Test Score)

2
(6.4)

Here, both score is in percentage(%)

For the optimal case the above equation 6.4 would work. But according to the
existed data, there could be seen two cases. In first case, some students have only
attended the ARS test. But they did not took Self-test. In this case, for analysis
score only ARS test score has been considered. The second scenario is some students
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Figure 6.4: Student actual grade dataset

took only Self-test, not ARS-test. For these students, the analysis score has been
calculated by using only the Self-test score. This non-optimal scenario score can be
measured with formula 6.5

Analysis_Score = Existing Test Score(%) (6.5)

Both Scores has been calculated semester and student wise. Then a comparison
has been made from these two score like Table 6.1. From this comparison table it
can be understand that the analysis score is almost similar to the Actual Grade.
There could be some technical glitch because of that ±5 difference can be seen in
the Analysis Score. With this comparison table it can be said that, this analytical
system is giving a good diagnosis of the student progress in their test and according
to the tasks. In this table, the comparison has been done with the case one and two.
There was no optimal scenario data found.

Semester ID Matrikel No Analysis Score (%) Actual Grade(%)
WS_2021 100055 32.43 29.5
SS_2020 100110 37.83 37.5
SS_2022 100333 32.43 37.5
SS_2022 100336 44.59 36.0

Table 6.1: Actual grade and Analysis score comparison
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7 Conclusion

In order to improve students’ learning outcomes, diagnostic learning analytics is a
potent and promising method to education. Diagnostic learning analytics may offer
educators, administrators, and students themselves useful information and feedback
by gathering and analyzing data from many sources, such as online platforms, learn-
ing management systems, and other educational technologies.

7.1 Summary of Thesis

In this study a diagnostic learning analytics has been developed to detect the stu-
dents who are struggling in the test, so that the tutor can point out the problem
of the course structure and can improve them later. Educators and institutions
are always looking for novel approaches to improve academic performance and stu-
dent learning experiences in the context of contemporary educational environments.
By utilizing the enormous volumes of educational data produced by various learn-
ing management systems, online platforms, and educational technology, diagnostic
learning analytics provides a data-driven method to achieving these objectives.

In the Introduction chapter, the current state of diagnostic analytics in differ-
ent domains has been discussed. How diagnostic analytics can help to identify the
domain-specific problem and help to solve that problem in the next phase. A di-
agnostic analytical system plays a great role in medical science and in the business
world to detect any kind of problem which can cause a big issue. Along with these
two fields, a diagnostic can play a great role in other area like human resource area
to point out the problem with employee of the company.

The current state of the art discussed different learning analytical systems which
helps teacher, student or the whole institute to make the learning system easy and
friendly. For developing the analytical system different types of techniques has been
discussed. Some of the analytical systems are for analyzing the teacher’s teaching
patterns and others are for increasing the cognitive load of the student for achieving
their success. This analysis has been done by using Bayesian Network. Different
steps also have been discussed to build up a learning analytics. In learning domain
learning analytics is totally new chapter. It was very rare to find out any developed
diagnostic learning previously. But there are many theoritical research paper found
where it was mentioned how a diagnostic learning analytics can help the whole
learning system by answering "Why this is happening?"

The following chapter State of Techniques, discussed the techniques which have
been used in this study. This study has two different parts. For both part, the most
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frequent and famous techniques have been used. The backend has been developed
by Python and with its framework. The API calling and creation has been done
this backend project. The jupyter notebook also has been used to check inititally
the analysis before send the analysis to the frontend. The frontend has been devel-
oped with JavaScript and some of its’ very widely used frameworks. Basically the
dashboards have been developed in the frontend project.

The Methodology chapter gives a glimpse of the steps of the whole process for
developing this analytical system. This chapter has discussed how the backend and
frontend will communicate with each other and what is the main functionality of the
different projects in this study. The use case also has been detiled out in this chapter,
where it can be seen that what kind of test data are available in the provided APIs.
The descriptive analytics is the base for a diagnostic analytics. In this study two
decriptive analytic system has been used. Both of them has been discussed in this
chapter. After that the main two diagnostic analysis has been described in detail.
This study basically used four types of visual techniques. The reasons for choosing
these techniques also have been illustrated here.

After that, Implementation chapter states, software tools and the project structure
of the both frontend and backend. This chapter also detailed out all of the method-
ology steps in the technical way. After doing so it states the visual techniques. In
the Result and Evalution chapter conclude with how accurate this analytic system
would perform. The formula for evaluation and a comparison table also has been
presented. From the last chapter it has been seen that how well and accurately this
analytical system would work. The critical conclusion from the chapter six, this
thesis has some advantages and shortcomings too. Those are are explained below

Advantages

This diagnostic learning analytics’ capacity to offer individualized learning experi-
ences is one of its most important benefits. Learning outcomes may be enhanced
when teachers customize their instruction and assistance to each student’s require-
ments by taking into account each one’s strengths, weaknesses, learning preferences,
and progress. In order to act quickly and offer additional help before problems
worsen, instructors may use these analytics to identify troubled children early on.
By intervening early, teachers can increase kids’ prospects of academic achievement
while preventing them from falling behind. Educational institutions may allocate re-
sources more wisely and build curriculums and instructional practices that are more
effective with the use of diagnostic learning analytics. Administrators and educators
may improve the learning environment and available resources for better overall re-
sults by doing so rather of depending solely on intuition. Immediate feedback on a
student’s performance and development is advantageous. Diagnostic learning ana-
lytics may give individuals in-the-moment insights about their areas of strength and
weakness, enabling them to modify their study routines and instructional strategies
as necessary.
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Shortcomings

Diagnostic analytics mainly rely on past data; therefore, if the underlying assump-
tions change, the insights may no longer be valid or useful. In fast changing sectors
or during unusual occurrences, this might be particularly difficult. Diagnostic ana-
lytics can show correlations between variables, but it may not always come up with
a complete understanding of the underlying context or causal relationships. It can
illustrated what occurred, but it might not accurately depict all of the ways that
various components interacted. Diagnostic analytics’ correctness and dependabil-
ity are highly dependent on the caliber of the data being examined. Incomplete,
inconsistent, or erroneous data might result in false insights and deductions.

7.2 Future Work

The suggested approach had positive results, but there is constant scope for improve-
ment. Diagnostic analytics’ precision and efficacy can be improved by integrating
AI and machine learning techniques. Large datasets may be analyzed by AI to find
trends that will help instructors and students make suggestions that are more exact.
The queries also can be more optimised for faster performance. Another improve-
ment can be introduced by implementing an automatic scheduler so that at a certain
time this system can fetch the data from the TUC server so that the whole system
can be more faster. The correlation analysis needs more research on the negative
values. The summary table can be more user friendly if the row colors are different
depending on the cluster analysis. It would be simpler to put data-driven decisions
into practice if diagnostic analytics were seamlessly integrated with LMS systems,
giving instructors immediate access to actionable information inside their instruc-
tional settings. Systems for diagnostic learning analytics in the future may give
instructors and students feedback in real-time while they are learning. As a result,
prompt support and help would be promoted when a student is having trouble or is
not engaged in the learning process. It is also very important to introduce ethical
considerations and data privacy policies in diagnostic analytics as it is becoming
more and more popular.
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