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Abstract

The advance of the new generation of LiDAR systems, with the capability of mea-
suring the spectrum, suffers from the lack of available hardware and the elevated
costs of supercontinuum white light laser systems. This study addresses this issue
by assessing the feasibility of creating a spectral dataset with target materials using
a commercially available FT-IR spectrometer and applying machine learning with
embedded feature selection techniques to identify the most informative wavelengths
that allow the classification of materials using lower spectral resolution. Here, the
performance of versions of L1-regularized logistic regression and random forest with
recursive feature elimination are compared for up to 100 wavelengths. The results
indicate that random forest demonstrates superior performance in accuracy for all
the versions, with a selected version achieving an accuracy 30.4% higher than the
L1-regularized logistic regression while using one less feature. This advantage comes
with the drawback of predicting the material of one spectrum 60 times slower. In the
end, the challenges of the multispectral LiDAR hardware are discussed, and the ran-
dom forest version with 5 wavelengths is tested in an example scenario created in a
laboratory multispectral LiDAR demonstrator. The results show that this approach
is promising for reducing hardware costs through the use of discrete laser systems,
as the selected model achieved an accuracy of 84.77% in the scenario created using
the amplitude of only 5 wavelengths.
Keywords: LiDAR, multispectral, material, classification
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1 Introduction

Autonomous systems, such as robots and vehicles, are systems that can control
themselves and move freely in the environment without the necessity of human
intervention [60]. Their advance has introduced exciting challenges for technology
development. These challenges appear from the high complexity tasks that these
systems need to undertake and the strict requirements that they have to fulfill to be
deployed [26]. Modern autonomous systems utilize an elevated number of sensors,
such as cameras, ultrasounds, and radars combined with data processing algorithms
to understand and interact with the environment [57].
These sensors acquire information from the surroundings that are used to feed

the embedded algorithms, assisting their decision-making process. Therefore, they
apply different techniques to measure a variety of details, such as the distance, and
shape of the objects, that will help the system to position itself and interact with the
environment [47]. Due to the dependency of the decisions of the autonomous systems
on sensor measurements, the progress of these systems intensifies the demand for
the development of new and more efficient environmental sensing techniques.
To analyze the data coming from these new technologies, systems need algorithms

capable of learning complex patterns. Therefore, most modern autonomous systems
utilize machine learning techniques to make their decisions. A basic configuration
used by the majority of these systems uses cameras to recognize the objects around
[57]. However, the performance of systems based only on camera images degrades
under harsh environmental circumstances such as foggy, snowy, rainy, and dark night
conditions [60].
In this regard, an alternative that appears as a potential solution to address this

issue is the use of light detection and ranging (LiDAR) sensors. These sensors can
perform active illumination of the surroundings. Hence, they have the potential to
mitigate some of the climate effects, such as measuring during dark illumination sit-
uations [43]. The active illumination principle also allows these sensors to determine
the distance of the objects in the territory, which leads to the creation of a three
dimensional point cloud data of the environment [57].
This amount of information can be further increased when a deeper analysis of the

objects in the terrain is necessary. In such cases, LiDAR sensors can be combined
with multispectral cameras to acquire spectral data that can be analyzed by the
underlying processing algorithm [1]. However, combining these two different sensors
increases the challenges of the development of the autonomous system, as it requires
precise sensor alignment and rises the system costs [26]. Hence, the alternative to
acquire the spectral data of the objects is through the use of multispectral LiDAR
sensors. They can measure the three dimensions of the environment and the spec-
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1 Introduction

tral characteristics of the object simultaneously. The combination of this spectral
information with machine learning algorithms can lead to the identification of the
material composing the target [54]. This recognition can assist the development of
several application domains such as in autonomous vehicles during environment un-
derstanding [54], robots in remote sensing and interacting with objects of different
materials [16], and aerial vehicles during vegetation mapping [11].
However, the novelty of multispectral LiDAR sensors causes a lack of commercially

available hardware capable of acquiring this data. This results in a reduced number
of studies on machine learning algorithms that are capable of analyzing these mea-
surements [30]. Thus, this work addresses this issue by comparing different machine
learning models applied to materials classification using spectral measurements, and
evaluating their behavior when applied to multispectral LiDAR data.

1.1 Motivation

With the novelty introduced by the creation of multispectral LiDAR sensors, there
is a demand for machine learning models capable of interpreting this new type of
data. This data should allow the classification of the material given the information
contained in the spectral dimension of the multispectral point cloud. However, there
is a shortage in available hardware due to their elevated costs of development [30].
This complicates the acquisition of large datasets for the training of sophisticated
models. An alternative to this problem consists of decreasing the hardware costs
by identifying the wavelengths that contain the most relevant information for the
classification.
Thus, this work proposes the use of machine learning techniques to identify the

most informative wavelengths from spectroscopy measurements of everyday life ma-
terials. This approach may allow the possibility of using wavelength selection on
spectroscopy data to guide the development of multispectral LiDAR hardware. Since
the elevated costs of multispectral LiDAR hardware come mainly from the use of
supercontinuum laser systems [46], the selection of wavelengths may allow its sub-
stitution for discrete monochromatic laser sources resulting in the reduction of the
hardware development costs.
The results of this work should be evaluated on the classification of a multispec-

tral LiDAR point cloud from a multispectral LiDAR demonstrator developed by
Fraunhofer ENAS in cooperation with TU Chemnitz.

1.2 Research Goals

1.2.1 Main Goal

The main goal of this work is to develop a classification model that uses spectral
measurements in the NIR region to predict the corresponding material, within a
pre-defined set of materials.

11



1 Introduction

1.2.2 Specific Goals

To achieve the main goal, this work will present the creation of a dataset with
spectral measurements of 4 classes of materials. This dataset will be used to train
different versions of two classifiers with embedded feature selection capabilities. Af-
terwards a detailed comparison of the performance of the models created will be
performed and the configuration of the most suitable one will be adopted. The
comparison of the models with feature selection capabilities should allow a selection
of a subset of wavelengths that contain enough information to perform the classifi-
cation. In the end, it is expected that this reduced subset of wavelengths allow the
classification of materials at each point of the multispectral point cloud measured
with a multispectral LiDAR demonstrator.

1.3 Structure of the work

This work is structured into eight chapters. In the first chapter the necessity of
studies in the multispectral LiDAR data analysis and its future application on mobile
systems domain is introduced. Also the motivation and the goals that guide the
development of this work are described.
The second chapter presents a review of the theory behind the techniques used

in this work. It starts with the explanation of the theory for spectral data ac-
quisition, followed by the description of the working principle of a LiDAR system,
where the difference between a normal LiDAR and a multispectral LiDAR is ex-
posed. Then, the most important concepts of machine learning are covered, and a
detailed explanation of the fundamental principles behind the algorithms selected
for the application in this work, random forest and L1-regularized logistic regres-
sion, is presented. In addition, this chapter introduces the concept of wavelength
selection, by the use of feature selection capabilities of the algorithms. Here, the
underlying principle of the recursive feature elimination method used in this work
is described. Finally, the evaluation metrics employed for comparing the algorithms
are illustrated.
The third chapter presents a review of the state of the art and the research direc-

tions in the field of multispectral LiDAR data processing. It starts with an overview
of the research areas that contribute to the development of mutispectral LiDAR
systems and details similar works in the classification of materials based on multi-
spectral LiDAR data. In the end, the conclusions from the literature review that
guided the selection of the algorithms for this work are presented.
In the fourth chapter, the methodology proposed for the development of the study

is illustrated. The methodology consists of three primary steps. First of all, a mate-
rial’s spectral dataset is created using a calibrated spectrometer. In the second step,
the dataset is used to train and evaluate the performance of distinct classification
models with and without feature selection. Finally, a comparison of the model’s
performance is conducted and the most suitable is selected and evaluated in the
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1 Introduction

point cloud acquired from a multispectral LiDAR demonstrator.
The fifth chapter describes the equipment and tools employed in the implemen-

tation of this work. It starts by describing the functionalities of the FT-IR spec-
trometer used for the dataset creation. After, the Python environment and libraries
used for the deployment and training of the machine learning models are explained
and the working principle of the multispectral LiDAR demonstrator used for the
acquisition of the multispectral point cloud is exposed.
The sixth chapter describes the development of the method proposed. It starts

by the acquisition and creation of the dataset, where the materials utilized and
the acquired spectrum are discussed. Then a detailed description is presented for
the analysis of different versions of the L1-regularized logistic regression with and
without feature selection. The same is done with the random forest, where the
necessity of wrapping the model with recursive feature elimination for automatic
feature selection is exposed. Finally, a sample scenario with different materials is
introduced, the multispectral point cloud acquisition is described and the algorithm
to perform the model evaluation in this data is explained.
In the seventh chapter the results obtained during the evaluation of the models

developed are shown. It starts by the evaluation of the performance of the random
forest and the L1-regularized logistic regression without feature selection. The ran-
dom forest is tuned for the number of estimators, and an optimization is performed
to select the model with the smallest forest while maintaining a high accuracy. Af-
terwards, the feature selection capabilities of the models for 100 wavelengths are
evaluated. Therefore the random forest model is placed inside the recursive fea-
ture elimination wrapper. Then the performance of the models before and after
feature selection are compared and one version is selected to be evaluated in the
multispectral point cloud. Finally, the data acquired from the multispectral LiDAR
demonstrator is presented, the spectrum of each point is contrasted with the spec-
trum obtained from the FT-IR spectrometer, a basic simulation of the behavior
of the multispectral laser system is performed, and a multispectral point cloud is
acquired where the algorithm selected is evaluated.
The final chapter presents the conclusions of this project and gives insights for

future work.
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2 Background

2.1 Spectroscopy

Spectroscopy is the scientific field that explores the relationship between electromag-
netic (EM) radiation, such as light, and materials or substances. The EM radiation
is created by the simultaneous oscillation of the magnetic and the electric field at
identical frequencies, resulting in the emission of an electromagnetic wave. This
wave propagates with an energy level corresponding to the energy of photons travel-
ing at the oscillation frequency. The wavelength (λ) represents the distance between
two points of the wave with the same frequency and phase [55]. Figure 2.1 shows
the wavelength of an electromagnetic wave, illustrated by the propagation of the
electric field.

Figure 2.1: Representation of the wavelength of the electric component of an elec-
tromagnetic wave.

Source: Adapted from [24].

The EM spectrum is a visual representation of all possible electromagnetic waves,
which are categorized by their wavelengths or frequencies. It is segmented into
regions with various nomenclatures that are associated with the energy level of the
waves. The visible (VIS) range, which varies from 400 to 750 nanometers (nm),
denotes the energy levels equivalent to the colors of the rainbow that are perceptible
by the human eyes [55]. The region that contains waves with lower energy levels
than the red color is called infrared (IR). This region is further divided into different
categories. The division of wavelengths ranging from 750 to 1100 nm is called near-
infrared (NIR). Although the section from 1100 to 2500 nm of the spectrum is also
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2 Background

part of the NIR [24], some authors consider a different nomenclature for this area,
calling it short-wave infrared (SWIR) [18]. The application of light waves in this
region of the spectrum to a material, allows the study of the vibrational patterns of
the chemical compounds of the matter, producing a unique spectral fingerprint [55].

Figure 2.2: Example of the position in the electromagnetic spectrum of a NIR spec-
troscopy measurement from two materials.

Source: Adapted from [55].

Figure 2.2 shows an example of the spectral fingerprints of two different materials
in the NIR region of the electromagnetic spectrum.
The spectrometer is the equipment capable of acquiring the spectral information.

A classical spectrometer is an optical system, with three primary components: a light
source, a detector, and a dispersing or grading element. The material is measured
against a reference, and the dispersing element changes the frequency of the EM wave
that reaches the detector, covering the entire spectral region of the material being
measured [55]. The analysis and processing of data acquired using a spectroscopy
measurement is called chemometrics [40].
Modern spectrometers use Fourier Transform Infrared Spectroscopy (FT-IR) to

capture the NIR spectrum. This technique allows waves across all frequencies to
reach the detector. The FT-IR method employs a Michelson interferometer and a
Fourier Transform to acquire the spectral data. The optical system is comprised of
a mobile mirror, a beam splitter, a light source, and a detector. A slight variation in
the mirror’s position changes the path length traveled by the light source to reach the
detector. The light passes through the beam splitter and the sample before hitting
the detector. This process generates an interferogram over time, which is then
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2 Background

transformed into the spectrum using the Fourier Transform. The precise location of
the moving mirror is determined with high precision using the laser light [55].

2.2 Light Detection and Ranging (LiDAR)

The optical system known as light amplification by stimulated emission of radiation,
abbreviated as laser, emits an extremely focused beam or pulse of monochromatic
radiation when triggered by an external energy source [49]. The system emits an
EM wave that is coherent, and parallel, resulting in a narrow beam in the direction
of the emission. These characteristics distinguish the lasers from conventional light
sources, since the last diverge the light beams in all directions. An ideal laser system
is considered to be monochromatic, which is the nomenclature for systems that emit
EM radiation in a single wavelength. However, practical lasers suffer from broaden-
ing effects that spreads the spectrum of the emitted EM waves in a finite bandwidth.
The spectral waveform emitted can be approximated by a gaussian distribution and
the bandwidth is characterized by the spectral distance, in which the amplitude is
half of the maximum value, it is known as the full width half maximum (FWHM)
parameter of the system. The same gaussian distribution appears in the intensity of
light at the end of the laser beam [31]. Even with these imperfections, lasers have
emission properties that are narrower and more focus than ordinary light sources.
Therefore, these systems are used for measuring distances, ranging, and scanning
objects in the surroundings [49]. Figure 2.3 shows the comparison between the
spectral emission pattern of a laser and a conventional light source.

Figure 2.3: Illustration of the emission pattern of a laser compared to an conven-
tional light source.

Source: Adapted from [31].

Laser ranging devices measure the precise distance of a designated target. They
first emit a short pulse of laser radiation that travels to the target and is reflected
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to the instrument. Afterwards, the time of flight (ToF) of the pulse is calculated
by measuring the precise difference in time between emitting the laser pulse and
receiving the reflected signal [49]. Figure 2.4 illustrates the working principle of the
laser ranging measurement of a target object.

Figure 2.4: Illustration of the laser ranging principle.
Source: Adapted from [49].

Considering the ToF measurement (∆T) and the speed of light (c), the following
formula can be used to calculate the distance (d) [49]:

d =
∆Tc

2
(2.1)

Incorporating a scanning mechanism to the laser ranging system, that moves
the laser beam in vertical and horizontal directions, allows the measurement of a
three-dimensional (3D) model of the scene. This mechanism can be a motor drive, a
rotating mirror, or a prism [49]. The working principle of the scanning measurement
is shown in Figure 2.5.
These are the fundamental techniques employed by light detection and ranging

(LiDAR) sensors. These sensors are used to perform remote measurements of the
environment. They are integrated optical systems consisting of a laser, which emits
monochromatic radiation pulses, a detector that detects the reflected light from the
target, and the scanning mechanism, which allows a 3D measurement of the scene,
to create what is known as LiDAR point cloud [20].
When coupled to an autonomous system, such as robots, drones, or vehicles,

these LiDAR devices are known as mobile LiDAR. They are normally equipped with
positioning systems such as the Global Navigation Satellite System (GNSS) and the
inertial measurement unit (IMU) to assist in the mapping of the environment. In

17



2 Background

Figure 2.5: Illustration of the laser scanning principle.
Source: Adapted from [49].

some cases, cameras are also used to acquire the color information of the targets in
the point cloud, to assist in the post-processing of the data during feature recognition
and classification tasks [22].
Another method for acquiring color data for LiDAR point clouds includes the use

of laser radiation at different wavelengths within the visible spectrum. Systems that
use this technique are known as multispectral LiDAR systems [12]. They combine
spectroscopy with LiDAR measurements and are capable of creating a hypercube of
data containing 3D information about the environment. In addition, they include
the measurement of the amplitude of the reflected light at different wavelengths,
resulting in a hypercube of multispectral LiDAR point cloud [30].
The comparison between the measurement principles of a standard and a multi-

spectral LiDAR system is shown in Figure 2.6. Figure 2.6(a) illustrates the behavior
of a LiDAR system emitting light in a single wavelength for performing distance
measurements, whie Figure 2.6(b) represents a mobile multispectral LiDAR sys-
tem emitting laser pulses in various wavelengths, to add the acquisition of spectral
information of the target.
The creation of supercontinuum laser sources, which spread the light power over

the spectrum, where several wavelengths in narrow bands can be emitted in parallel,
allowed a radiation pattern that simulates white light. Thus, systems that employ
this technique are called hyperspectral LiDARs, since they can measure a spread
spectral range in several wavelengths with fine resolution [51].

2.3 Machine Learning

The machine learning (ML) term represents a set of theories and methods that
are used by the scientific field of artificial intelligence (AI) to select an action for
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(a) Example of a monospectral LiDAR measurement.

(b) Example of a multispectral LiDAR measurement.

Figure 2.6: Comparison between monospectral and multispectral LiDAR measure-
ment principles.

Source: Adapted from [28].

interacting with the environment. The aim is to optimize the functions that better
describe patterns in a group of data, named dataset, to achieve a high return in the
actions performed [29]. ML includes methods and mathematical models to describe
the behavior of data, typically acquired from the real world, in specific application
domains [62].
ML techniques examine various hypotheses to describe a provided dataset. De-

pending on their evaluation criteria, the methods can be divided into three groups:
unsupervised learning, supervised learning, and reinforcement learning [45]. In su-
pervised learning, the dataset consists of labeled data, this is the name given when
each data point in the input space has a corresponding known label in the output
space. On the other hand, in unsupervised learning, the dataset only includes the
input space, and the goal is to find mathematical functions that map the data points
to an unknown output space. Reinforcement learning involves an entity called the
agent, which performs an interaction with the environment and receives a numeric
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reward as feedback. The agent aims to identify a function to maximize the reward.
The reward received after each decision is independent of all previous actions and
information [62].
In supervised learning the dataset generated within a specific application domain

consists of features and labels. Features are properties that can be easily computed
for each data point, while labels are properties that require human expertise in the
application to be generated. The process of assigning labels to data points is called
annotation, and a labeled dataset represents a set of data composed of annotated
data points [29].
Supervised ML methods assume that there exists a relationship between the input

features of the data points and their corresponding output labels. The objective of
these methods is to discover a mathematical function capable of mapping input
features to their respective output labels [62]. If the output space is composed of
numeric continuous or discrete variables, the task is called regression, and the model
used is called regressor. However, if the output space contains distinct categorical
variables, the task to be performed is called classification, and the model is known
as classifier [29].
Features refer to the properties of the data points that are being analyzed. They

can also be considered as the input variables utilized by the machine learning algo-
rithms. However, selecting which attributes to use can be one of the most challenging
aspects of designing and implementing ML models [29]. In certain cases, there might
be a inherent choice of features to use, depending on the application domain. For
instance, for spectral data analysis, the attributes of each data point represent a se-
ries of intensity measurements at different wavelengths of the spectrum. Therefore,
using these attributes as features for input in the ML models would be the logical
choice in this application domain [13].
The goal of machine learning models is not only to find a hypothesis that best

maps the features to the corresponding labels. Instead, it is to find the hypothesis
that better generalizes the results to data not included in the dataset. When the
models learn completely how to represent the data used for training, but do not
maintain the same performance when the unseen data is tested, it is called overfit.
Overfitting is one of the most common problems in machine learning models [45].
Another common problem that appears in the ML domain, happens when the

generalization of the model is negatively influenced by the inclusion of redundant
information into the dataset. To overcome this issue, it is possible to select the
most informative features to be used in the model. This process is known as feature
selection [4].

2.3.1 Feature Selection

Feature selection (FS) is the process of selecting the most informative features of a
set of data or removing redundant information from the dataset. It can be realized
by either considering only the information present inside the dataset or using specific
technical knowledge about the application [62].
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There are mainly three categories of methods data use data-based techniques
to evaluate the quality of each feature subset. They are called wrapper, filter, and
embedded methods [59]. However, some authors also suggest a fourth approach that
involves the manual selection of features based on prior knowledge of the application
[48].
Filter methods work independently from the ML algorithm applied. They aim to

find the subset of optimal features by considering the results of statistical analysis,
or correlations between the features and labels, to filter the original feature set,
instead of analyzing their interaction with the ML algorithm [62].
Alternatively, embedded feature selection methods use the intrinsic characteristics

of the ML algorithms to identify the features that are most relevant to achieve a
desired output. In these methods, there is no clear distinction between the feature
selection and the learning phase of the model. Instead, the structure of the ML
method already identifies the most important features used for achieving a result by
ranking the features according to their relevance, or eliminating unnecessary features
[4].
Similarly, wrapper methods use the performance of specific ML algorithms to

evaluate the importance of a subset of features. The search strategy used by these
methods involves selecting a candidate subset of features before training the ML
algorithm. Then the performance is evaluated by a chosen evaluation metric, such
as the model’s accuracy in this subset. This procedure is repeated several times
considering different subsets of features. Finally, the optimal subset is selected. In
addition, an evaluation rule, usually the cross-validation technique, can be applied
at each run to select the subset of features that result in the highest evaluation score
[62].
One example of a wrapper method is called Recursive Feature Elimination (RFE).

It was first proposed by the authors in [23] to select a subset of the most informative
features used by a support vector machine (SVM) classifier. The authors argue that
only ranking the features individually may not result in the best subset of features.
Thus, they suggest the use of RFE which is an iterative technique based on three
main steps. First, the algorithm is trained using the normal training procedure,
then the features are ranked using a chosen ranking criteria, and finally, the features
with the smallest ranking value are removed from the features subset. Afterward,
the whole process is repeated until a certain stop criterion is met. This algorithm
has the advantage that it can be modified to any classifier and any feature ranking
criteria. The authors also state that it can be extended for removing more than
one feature per interaction, decreasing the computational costs with the possible
drawback of classification performance degradation.

2.3.2 Random Forest

Random forests are a particular type of machine learning algorithm built upon a
collection of decision trees [7]. Thus, to understand the working principle of the
random forest it is first necessary to dive into the theory of decision trees.
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A decision tree is composed of nodes interconnected by directed edges. It is a
graphical model with a flowchart format that maps the features of the data points to
the label space. The nodes receive a special nomenclature according to their position
in the tree structure. The nodes at the beginning and end of a tree structure are
called root and leaf nodes, respectively. The root and the intermediate nodes are
called decision nodes since they hold a hypothesis to evaluate the value of a feature
against a binary answer. The result of each decision node drives the flow of the data
inside the decision tree [29].
There is only one path from the root to any other node in a tree. Following the

direction of the data flow, the node where the path originates is referred to as the
parent node, and the subsequent node is called the child node. The root is the only
node without any parents, and the leaf is the one that has no child nodes. A single
tree may comprise various leaf nodes, but only one root [62].
To create a decision tree for a classification task, the decision nodes search for

a binary test question that splits the training dataset into two subsets. This test
evaluates a feature’s value against a predetermined threshold. In some cases, not
all the data points in the subsets created from the split belong to a specific class.
This represents the uncertainty of the split about the class labels. The metric that
measures the uncertainty is called impurity. The root node has the highest impurity
of the tree. The training process of a decision tree seeks to discover the optimal
combination of feature and threshold that results in minimal impurity after each
split. This iterative process continues through all decision nodes until the leaf nodes
are reached. Thus each leaf node represents a distinct class of the classification
problem [62].
There are three common ways to calculate the impurity of a split. One of them

utilizes the calculus of entropy, which employs a logarithmic function combined
with the sum of the probabilities of a data point to be part of a class to evaluate the
quality of a split. The highest entropy value indicates the highest level of impurity
for the split. Therefore, the split that results in the lowest entropy is selected for
the respective node [44]. The second approach uses a function called Gini, which
can be considered as an optimization of the entropy calculation, since it eliminates
the necessity of calculating the logarithmic function. This results in an optimization
of the computation time and is the most common approach used in the literature.
Finally, the third technique uses the loss function, or the miss classification error as
an evaluation metric for selecting a split [62].
To illustrate these concepts one example of a decision tree applied to the clas-

sification of three classes y = (Y1,Y2,Y3) using a set of features x = (Xi,Xj) and
two thresholds θ = (θ1,θ2) is presented in Figure 2.7(a). Figure 2.7(b) presents the
nomenclature given to each node of the same decision tree.
The parameters of the decision trees that are design dependent are called hyper-

parameters. The depth of the decision tree is an example of them. Deeper trees
can effectively learn how to handle the training data, becoming susceptible to over-
fitting as their performance decreases during the analysis of the test data. Another
drawback of the decision trees is their sensitivity to feature noise, due to the split
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(a) Example of a classification tree. (b) Name of the components of a decision tree.

Figure 2.7: Example of a decision tree.
Source: Adapted from [62].

evaluation at each node, resulting in poor classification performance in noisy data.
To overcome these drawbacks, Breiman [7] proposed the use of random forests.

It builds a group of randomly created decision trees and performs a majority vote
among the classes predicted by each of the trees. Therefore, random forests are
more robust against the noise influence and the overfitting.
To generate the trees in the forest, the dataset undergoes an initial division into

smaller subsets, each of them consisting of randomly selected data points from the
original dataset. This technique is often called bootstrapping [6]. Some of the data
points can be repeated inside a subset due to the use of a procedure called sampling
with replacement. The unused data points from the original dataset are called
out-of-bag (OOB) of a subset. For each bootstrapped subset, a set of randomly
chosen features is utilized to train a decision tree. The process is repeated for all
the subsets, resulting in a forest of decision trees [7]. Finally, the majority vote on
the prediction of each tree is performed, aggregating their results. This process of
employing bootstrapping and aggregating in sequence is known as bagging [6].
One characteristic of the random forests is the possibility to calculate an impor-

tance metric for each feature in the data set. There are several approaches that can
be applied to achieve this metric [8]. One of them starts by evaluating the prediction
performance of each tree when tested on the respective OOB data points. Then,
to calculate the importance of a feature, a permutation is applied to this feature
in all OOB data points, and the tree is re-evaluated. The change in prediction
performance is then computed by comparing the results with the first evaluation.
The increase in the miss classification rate is saved. This procedure is carried out
for all the trees in the forest, and the average of the results is used as the feature
importance for this specific feature [7].
An alternative approach is capable of calculating the feature importance during
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the training phase by evaluating a node in any tree that uses a selected feature.
The improvement in the impurity measure is then computed from the parent to the
child node of the current node under evaluation. This procedure is repeated for
all the nodes in the forest that use the selected feature. Finally, the sum of the
improvement results is computed and used as the feature’s importance. The same
process is performed for all the features in the dataset. When the gini impurity
metric is employed, the method is called gini importance [8].
Due to the intrinsic characteristic of random forest to assign importance to fea-

tures, it can be classified as an embedded feature selection method [62].

2.3.3 Least Absolute Shrinkage and Selection Operator - LASSO

The concept of the least absolute shrinkage and selection operator (LASSO) was
initially introduced by the authors in [56]. Their proposal involved adding the L1-
norm of the coefficients as a penalty term for the loss function of linear least squares
regression. They have shown that the use of the lasso penalty forces the weight of
the coefficients to be zero, thus performing feature selection. The principle behind
the lasso proposition relies on the comprehension of linear regression.
In the context of linear regression, also referred to as least square regression, the

algorithm seeks to identify a linear function that effectively describes a given training
dataset while maintaining the ability to generalize. This can be achieved by fitting
a weighted (ω) sum of the inputs, along with adding a bias term (b), to a specified
set of features (x), and subsequently assessing the prediction of the function (ŷ) in
comparison to the true output data (y). Equation 2.2 presents an example of the
function that the linear regression aims to approximate, particularly in a simple
scenario with k features [39].

ŷ =
k∑

i=1

ωixi + b = ω1x1 + ω2x2 + ω3x3...+ ωkxk + b = ωTx+ b (2.2)

In order to assess the quality of the fit, the algorithm computes the mean squared
error (MSE), which is the average of the distance between each predicted value to
the respective ground true of the training set. This is also known as the loss function
for this algorithm [39].

L(w, b) =
1

N

N∑
i=1

(y(i) − ŷ(i))2 (2.3)

An example of the MSE of the whole dataset considering N training data points is
shown in Equation 2.3. The objective is to minimize this loss function by updating
the value of the weights and bias interactively using the calculus of the gradient
descent in relation to each variable. For the sake of computational performance,
the loss function can be simplified for the loss of an individual data point, shown in
Equation 2.4 [39].
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li(w, b) = (y(i) − ŷ(i))2 (2.4)

However, the interactive minimization of the loss function may introduce overfit-
ting, since the continuous update of the weights and bias, often leads to a model
that excessively describes the training data. Consequently, to address this issue,
lasso regularization was added as a term to the loss function, to mitigate the over-
fitting problem. The regularization term is the L1-norm, showed in Equation 2.5,
which is the absolute value of the weights of the model summed with a regularization
parameter (λ) [56].

||ω||1 =
k∑

i=1

|ωi| (2.5)

Thus, the regularized individual loss function can be seen in Equation 2.6. As
shown by the authors in [56], the regularization forces some of the weights to be
zero, and its strength depends on the value of the regularization parameter. A higher
value for λ results in a faster decay of the weights to zero. When the number of
zeros weights is high the model is called sparse. From Equation 2.2 it is possible to
see that features with weights equal to zero are not used by the model to perform
a prediction and, hence can be removed. For this reason, this sparsity allows the
lasso to perform embedded feature selection.

li(w, b) = (y(i) − ŷ(i))2 + λ||ω||1 (2.6)

The same method can be expanded to classification problems using L1-regularization
in logistic regression. Logistic regression can be viewed as an expansion of linear
regression, where instead of using a linear function for the prediction of the output,
it applies an activation function, called a logistic function, on top of the linear one
before calculating the prediction. This logistic function is also known as sigmoid
(σ(x)), and presented in Equation 2.7 [45].

ŷ = σ(w, b) =
1

1 + e−(ωx+b)
(2.7)

Figure 2.8 presents a visual representation of the logistic regression model when
the activation function is the sigmoid. As can be seen from the Figure, this dia-
gram also corresponds to a basic artificial neuron with multiple inputs which can be
modified for various activation functions [45].
Due to the intrinsic characteristics of the sigmoid function, the results of the

model are forced to be bounded between zero and one, as can be seen in Figure
2.9. Thus, setting a threshold value to the output of the logistic regression allows
binary classification of the results. In addition, a confidence level of the classified
prediction can be acquired using the computed value from the sigmoid function [45].
Considering the binary classification scenario, the training procedure evaluates the

probability that the predicted sample belongs to the positive class [39]. Therefore,
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Figure 2.8: Diagram of the logistic regression model.
Source: Adapted from [45].

Figure 2.9: Example of the sigmoid(σ(x)) function.
Source: Adapted from [45].

similar to the linear regression context, the objective is to minimize the loss function.
In this scenario, the loss function comprises the negative log-likelihood along with
the inclusion of the lasso regularization term as shown in Equation 2.8 [34].

L(w, b) =
N∑
i=1

− log p(ŷ(i)|x(i);w) + λ||ω||1 (2.8)

Extending these concepts for multiclass classification problems, a binary classifier
can be trained for each class using logistic regression. So, each class receives a clas-
sifier that considers it as positive, and all the other classes are evaluated as negative.
This technique is called one-vs-the-rest and uses the confidence score of the logistic
regression to take the final classification decision [39]. Another approach to perform
multiclass classification consists of changing the activation function for the softmax.
First, a linear function is used to compute scores for each class, which are called logit
scores. Then the softmax activation function is used to transform these logit scores
to the normalized probability of the sample belonging to each class. The loss func-
tion, that has to be minimized, is then the cross-entropy between the multinomial

26



2 Background

probability distribution predicted and the target probability distribution [3].

2.3.4 Evaluation Metrics

The objective of machine learning algorithms is to create a model that can generalize
its predictions to new, unseen data. To ensure this generalization, various techniques
can be employed to measure the model s performance before deployment [27].
One technique used for evaluation is called K-fold cross-validation. It first divides

the training data into K different folds of the same size with randomly selected data
points in each fold. The algorithm is trained using the K-1 fold and tested using the
data of the remaining fold, which is called the validation set. The process is iterated
K times until all the folds are used for testing the performance of the algorithm.
This method permits averaging the MSE outcomes across various test sets, which
can be particularly advantageous when comparing different algorithms. Employing
various folds prevents the exclusive evaluation of the algorithm’s performance on a
unique test set, which could lead to biased selections susceptible to test overfitting
[37].
Figure 2.10 shows an example of the working principle of the K-fold cross-validation

with five folds, where the dark gray regions represent the validation set and the re-
maining light gray data illustrate the training set. Each line corresponds to a version
of the method trained and evaluated using not overlapping random data from the
training set, and the resulting MSE is the average of the MSEs.

Figure 2.10: Example of a K-fold cross-validation with K=5.
Source: Adapted from [27].

K-fold cross-validation has computational advantages when compared to other
methods such as leave-one-out. This method uses the same principle of the K-fold,
however it removes only one data point for the validation set. This results in the
necessity to train the algorithm for all data points of the training set [27].
The K-fold cross-validation can also be used to choose the best hyperparameters

of the model. For instance, in regularized logistic regression, it can compare between
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models using different λ values, to select the one that performs better on average,
before evaluating this model in the final test set. The same can be done using the
parameters of other models, such as the quantity of trees in random forest [37].
In classification tasks, a method that facilitates a visual understanding of the

outcomes generated by the algorithms is known as a confusion matrix. This matrix
highlights the classes in which the algorithm committed the most confusion. Within
the matrix, the ground true labels are arranged along the rows, while the predicted
labels are arranged along the columns. Thus, the diagonal of the matrix corresponds
to the classes that were correctly predicted, and the rest of the matrix shows the
miss classification predictions of the model. Therefore it is possible to visualize
which classes produced the highest confusion of the model, which can assist the
data interpretation [27].
An example of a confusion matrix for a problem with three balanced classes, and

ten observations of each class, is shown in Figure 2.11. It is possible to observe the
correct predicted classes in the diagonal of the matrix, as well as the miss classified
classes in white.

Figure 2.11: Example of a confusion matrix.
Source: Adapted from [21].

Different metrics can be computed from the confusion matrix to assess the model’s
performance. Accuracy is one of the most commonly used metrics. It represents the
ratio of correct predictions to the total number of predictions obtained. Therefore
it provides the probability that the model’s prediction is correct [21]. From the
example case shown in Figure 2.11 the accuracy can be calculated as shown in
Equation 2.9, where seventy percent of the predictions were performed correctly.

Accuracy =
CorrectPredictions

TotalNr.Predictions
=

5 + 7 + 9

30
= 0.7 = 70% (2.9)
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The field of multispectral LiDAR is emerging and gaining attention from the scien-
tific community in recent years. Due to their capability to remotely sense different
environmental variables in parallel, they can acquire huge amounts of data in a short
period of time. To process this data, machine learning algorithms have been majorly
applied. Their choice is a subject of current research, given the inherent properties
of the data [51].
In order to acquire environmental information, these sensors combine techniques

studied separately by various scientific fields. For instance, the analysis of the Li-
DAR point cloud, where researchers have been using concepts of feature selection
to identify the most relevant spatial features that improve object detection [33]. A
second example is the field of multispectral imaging, which has been studied by
many authors over the years in applications such as vegetation species [35], plastic
varieties [5], and waste materials [36] classification. The theory behind multispec-
tral cameras is similar to multispectral LiDAR since they measure the intensity of
the light passively reflected in various wavelengths. The same machine learning ap-
proaches used in this field can be mapped to the data from multispectral LiDARs
[52].
In this domain, a study recently presented in [48], reinforces the lately increased

interest by the scientific community. They extensively reviewed 799 sources in the
literature and observed the importance of the use of feature selection, also called
wavelength selection, in extracting the most informative spectral wavelengths to
improve the performance of the ML models. They highlight the lack of agreement
in the community for choosing a specific feature selection model. According to
them, this choice is highly dependent on the application. Since distinct models can
possess an elevated number of hyperparameters, they may be difficult to compare.
The authors also state that models that select a high number of wavelengths are not
feasible for real-time applications, as the performance of the processing algorithm is
dependent on the amount of data available.
On the other hand, another field of study can be reached when dealing with

the raw spectral information of a single LiDAR data point. The spectrum of this
point is represented by a vector with reflectance intensities for distinct wavelength
channels. This is the same principle of a spectroscopy measurement [15]. Hence, the
techniques applied in two well-known scientific fields that use machine learning to
process this spectrum in the NIR region, spectroscopy [16], and chemometrics [40],
can be borrowed to the analysis of multispectral LiDAR data [52].
To this end, one may look at a review of the use of machine learning for NIR

spectroscopy presented by the authors in [59]. They highlight the importance of
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feature selection to avoid the utilization of redundant spectral data. The authors
also discuss the two ML architectures most commonly applied in this field, deep
neural networks and feature selection followed by traditional ML algorithms to clas-
sify a wide range of materials. Despite the fact that deep architectures have been
gaining attention recently, they require a huge amount of data to achieve satisfac-
tory performance. Additionally, they suggest pre-processing the NIR spectrum, with
normalization of the spectral data, before executing the ML model. This results in
a better performance. Finally, the authors recommend further studies to improve
the efficiency of models so that they can be incorporated into portable devices.
Interestingly, the works in [48] and [59] show similar results. They agree on

the importance and popularity of the feature selection methods for the analysis of
spectral data. In addition, some ML algorithms are being applied in both fields
of study, such as the embedded feature selection methods of LASSO and random
forest. The authors also consent, that wrapper methods are the most common type
of feature selection used in the literature. They further expose the importance of
improving the model’s performance for the application in embedded systems, by
reducing the amount of data through wavelength selection. The conclusions of these
researches influenced the choice of the algorithms studied in this work, due to the
clear similarities of the data from multispectral LiDARs with both research fields.
However, multispectral LiDAR data has certain particularities that, unfortunately,
have not been discussed by these authors.
In this case, the study in [30] provides an overview of multispectral LiDARs for

terrestrial applications. First of all, the authors argue for the lack of available
hardware for acquiring 3D multispectral data and reinforce the necessity for studies
of methods focused on this data analysis. The authors also expose the challenges
that appear when dealing with hardware development, such as the beam alignment
of multilaser systems and the sensitivity of the detectors to noise. Furthermore,
they point out the problem of processing a high amount of data when the num-
ber of spectral channels increases. They also affirm that future techniques should
optimize the processing, storage, and analysis of these data, mainly to deal with
real-time applications. In addition, the authors expose a necessity for studies that
deal with the challenges of data processing from discrete wavelengths laser systems,
since these systems can fulfill eye safety requirements easier than systems based on
supercontinuum lasers.
The conclusions presented in the three different research fields show the recent

effort of the scientific community toward the improvement of multispectral LiDAR
systems for use in real-time and embedded domains. They reinforce the motivation
of this work in decreasing data amount to increase the performance of the system.
Moreover, the challenges in the hardware development of this new technology open
the opportunity for the investigation of techniques that can facilitate the analysis
of this new data type.
One advantage of multispectral point cloud data is the possibility of acquiring

spectral and spatial information of the environment at each measurement. These
two types of features were investigated by the authors in [52]. They used multi-

30



3 State of the Art

spectral laser measurements in the red, green, and blue channels, to evaluate the
influence of the features in the classification of 14 objects. Random forest was used
to perform feature selection and classification of the most important features previ-
ously engineered from the spectral and spatial measurements. The authors conclude
that spectral features had a higher contribution to improving the classification accu-
racy than spatial features. Although their research adds strong contributions to the
evolution of multispectral LiDAR systems, they do not clarify the choice of the wave-
lengths used in their analysis. Consequently, the chance that the number of spectral
measurements influences the classification performance must be investigated.
The authors in [15] address this issue by evaluating the performance of multispec-

tral LiDAR measurements for classifying seven distinct types of ore. They measured
a single point in each ore sample with 17 wavelengths in the VIS and SWIR regions
of the spectrum. They also propose a technique using feature contribution degree
(FCD) for identifying a vector of wavelengths that contribute most to the classi-
fication accuracy. This method is based on the number of spectral measurements
variance at each wavelength. To evaluate the proposed method, they applied mul-
tiple support vector machines (SVM) to classify the spectral data. The authors
concluded that at least seven wavelengths were needed to achieve satisfactory per-
formance, and vectors with less than five wavelengths achieved accuracy values below
50%. Even though they could achieve a high performance in classification, they do
not clarify the choice of the 17 wavelengths used in their work and they do not
compare the results with other feature selection techniques.
A second work in the analysis of the spectrum of a single data point, evaluated

the feasibility of the use of a hyperspectral LiDAR in the autonomous vehicles
sphere [54]. They used random forest to classify ten classes of materials found in
the road environment. For the analysis, they proposed a LiDAR system containing
30 wavelength channels in the spectral region from 1200 to 1570 nm. The authors
used 5-fold cross-validation to investigate the influence of binning the spectrum
intensities into spectral channels in the accuracy of the model. Additionally, they
also evaluated the influence of photon accumulation at different numbers of frames.
Even though the focus of their work was on the development of the hardware for a
single photon multispectral LiDAR system, they could reinforce the relevance of the
increased spectral resolution to improve classification accuracy. Through the use of
random forest, they could classify materials with very distinct spectral footprints
with up to 90% accuracy. Since the authors focused on acquiring measurements
from the whole spectral range at once, they do not evaluate the importance of the
spectral channels calculated intrinsically by the random forest model. This opens an
opportunity for further research into the intrinsic capabilities of the random forest
model when applied to this data type.
One step further in the direction of wavelength selection, considering the feature

importance ranking of the random forest algorithm, is presented in [14]. They
applied a supercontinuum laser source, combined with a 355 nm monochromatic
laser, to acquire spectral reflectance and fluorescence of different types of leaves.
Then, the authors proposed a combination of random forest Gini importance metric
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with adaptative band selection to evaluate the relation between the classification
accuracy, by random forest, and different wavelength bands. In the end, they found
that the introduction of fluorescence signal has improved classification accuracy,
with the highest performance using only seven wavelengths. Despite the fact that
they compare the result of random forest with five wavelength bands, the authors do
not present the accuracy that this classifier would achieve when the whole spectrum
data is used as a comparison metric. Nevertheless, their work gives a good basis for
a detailed analysis of wavelength selection techniques in multispectral LiDAR point
clouds.
The authors in [11] also used the random forest for the classification of tree species

in multispectral LiDAR measurements. The researchers employed a commercially
available airborne multispectral LiDAR system with three discrete wavelength chan-
nels, at 1550, 1064, and 532 nm, to evaluate the relation between the scan angle of
the laser and the intensities of the spectral channels. Although their primary goal
was to study the influence of the scanning angle on the results, they also evalu-
ated the influence of the wavelength intensities on the accuracy of the RF classifier.
Therefore, they manually selected all possible combinations of the three wavelength
channels, and they found that using the three wavelength intensities resulted in
higher accuracy than other combinations of channels for classifying six tree species.
The proposed research shows an interest in multispectral systems with discrete wave-
lengths and indicates a possible relation between the accuracy and the number of
available wavelength channels. However, the optimal number of spectral points is
not discussed due to the hardware limitations and still has to be investigated.
This problem was partially covered in [50]. The researchers propose a method for

selecting wavelengths from four different applications. They used the variance at
each wavelength to select the most informative spectral channels to classify samples
of rocks, ore, plant leaves, and wood. Their method was able to reduce the amount of
spectral information from 91 channels, in the spectral region of 650 to 1100nm, down
to two channels depending on the data to be classified. They have shown that the
number of selected wavelengths varies according to the application. Combining their
method with SVM and Näıve Bayes they could perfectly classify the samples inside
each material class. In addition, the authors present the correlation contained in
the spectral data, and the importance of calibration of reflected light to acquire the
reflectance of the materials. Unfortunately, they do not discuss the results that the
model would achieve when classifying the samples into different material categories.
Moreover, they do not compare the results from the model with other methods, nor
consider the SWIR region of the spectrum in their evaluation.
Following a similar trajectory, scientists have explored the potential of utilizing

hyperspectral LiDAR data in the VIS region to recreate the colors of objects. In
a study presented by [12], a two-step approach was employed to estimate the three
most relevant wavelengths for color reconstruction in a LiDAR measurement. Ini-
tially, measurements of paper cards in various colors were used to select the optimal
optical bands through a combination of principal component analysis with spec-
tral correlation measures. Subsequently, the classification performance of SVM and
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Näıve Bayes was evaluated using the selected wavelengths in measurements of real
objects. Even though the main objective of the research was to identify only three
wavelengths for color reconstruction, given the limitation of human eye perception,
their approach could be extended to other applications where data acquisition for
spectral analysis is challenging. Since the spectrum of the objects can also be mea-
sured by a spectrometer, a spectral dataset can be created and analyzed by algo-
rithms prior to actual multispectral LiDAR measurements, considering the current
hardware limitations and deficiencies.
Based on the analysis of research directions presented in this section, this work

proposes a novel model for examining multispectral LiDAR data. The use of a
spectrometer to acquire spectral information should allow the evaluation of the
performance of the machine learning algorithms prior to their application in real
multispectral LiDAR measurements. Thus, this work aims to acquire spectral data
from different categories of materials and apply two embedded feature selection
methods, which proved to be an important topic of interest in the literature, to
identify the most relevant wavelengths that allow samples to be distinguished into
distinct material classes. Besides, a wrapper method will also be evaluated, due to its
popularity in the spectroscopy and multispectral image fields. Finally, the results of
the evaluation should guide the choice of the wavelengths used by the measurements
in a multispectral LiDAR under controlled laboratory conditions. The results of
this work can contribute to the research in the development of multispectral LiDAR
systems, by addressing the evaluation of techniques that may allow a reduction in
hardware costs before its implementation in distinct application domains.
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The architecture of the model proposed in this work consists of three main steps. It
starts with the creation of a dataset containing spectral data from four classes of ma-
terials acquired using a calibrated spectrometer. The second step is the creation and
evaluation of two embedded feature selection algorithms and one wrapper method
in the created dataset for two different scenarios, before and after the wavelength
selection. The final step is the selection of one model, and a subset of wavelengths,
for the analysis of their performance in data from a multispectral LiDAR demon-
strator. The overall block diagram of the methodology of this work is presented in
Figure 4.1 where the colors highlight the three main steps described.

Figure 4.1: Block diagram of the proposed model.

The dataset created for the evaluation of this work consists of four different classes
of materials commonly found in urban street environments, they are: organics, met-
als, fabrics, and plastics. The selection of these categories was based on the intention
to investigate the complexity of classification of materials found on real world scenar-
ios. Besides, the choice was influenced by the approach used in similar works [54][16]
with the ambition to increase the spectral fingerprint diversity of the dataset. The
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amount of spectral measurements for the creation of the dataset was also chosen
based on the results obtained by similar works. The authors in [16], showed that a
dataset of 5000 spectra from household materials was enough to evaluate the perfor-
mance of a deep learning classification model. On the other hand, in [54], the authors
argue that 300 measurements was sufficient for a random forest model to classify
10 different materials from a road environment. Therefore, the dataset created in
this work contains 2000 spectral measurements, to maintain a balance between the
dataset sizes presented in the literature, since less data-intensive methodologies were
evaluated. In addition, to increase the spatial and spectral variance of the data ac-
quired, 5 samples of each class were measured in various spatial positions. As stated
in [59], the pre-processing of the spectral data is an important step, and should
be performed before the application of the classification models on the dataset, to
eliminate the influence of the offset and improve the performance of the algorithms.
Therefore, each spectrum of the dataset is normalized to guarantee zero average and
unit variance.
The machine learning algorithms chosen for the analysis of this work are: random

forest, logistic regression with L1-regularization, and recursive feature elemination.
Random forest was selected due to its popularity in multispectral LiDAR data eval-
uation and its capacity to attribute importance to the features [54][52][14] [11]. On
the other hand, the L1-regularized logistic regression was chosen, given popular-
ity of the L1-regularization, also known as lasso, for wavelength selection of NIR
spectrum [59] and multispectral images [48]. This choice allows the comparison of
two well-known classifiers with distinct working principles and the evaluation of the
feasibility of their application in multispectral LiDAR data.
The recursive feature elimination wrapper was also chosen for the analysis of this

work, given the popularity of wrapper methods in multispectral wavelength selection
field [48] and the possibility of determining a specific number of wavelengths as a
hyperparameter [23]. Therefore, it allows to access the performance in accuracy of
the random forest in different spectral resolution domains. Furthermore, the choice
of using a wrapper method was made given the intrinsic characteristics of the RF
model in performing feature selection. This classifier does not remove the unused
features, instead it only attributes an importance for each feature used [8]. Hence,
the combination with the recursive feature elimination wrapper (RF-RFE) allows
an automatic selection and evaluation of the number of wavelengths utilized, as
the RFE can reduce the number of wavelengths in defined steps. To select one
version of the RF model to be incorporated into the wrapper, an optimization of
the hyperparameters has to be performed. In this work, the hyperparameter chosen
for optimization is the forest size. The accuracy performance of the random forest
is not determined by size of the forest, in fact, large forests introduce a waste of
computational resources [7]. Therefore, the optimal relation between the random
forest size and its performance is to be found before the application of the recursive
feature elimination.
Afterwards the models are evaluated in two different scenarios. In the first sce-

nario, the entire spectral resolution of the samples available in the dataset are
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used to train and compare the random forest and the logistic regression with L1-
regularization. This scenario allows the optimization of the size of the random
forest. The utilization of the entire spectral resolution available make the results of
this evaluation to be considered the benchmark for this work.
In the second scenario, the feature selection capabilities of the algorithms are

analyzed. Therefore, versions of the L1-regularized logistic regression and the RF-
RFE model are created in different spectral resolution domains. This permits the
evaluation of the relation between the accuracy of the model with the amount of
spectral information used.
Later, a comparison of the performance of the models created in both scenarios

is realized. The models are compared for the number of wavelengths used, the ac-
curacy, the time to predict one spectral sample, and the size occupied in memory.
These metrics are chosen given their valuable amount of information that can con-
tribute for the development of applications in diverse domains. For instance, the
prediction time of a single spectral may be crucial for applications where real time
response is necessary. The memory size evaluation might give insights for applica-
tions in embedded systems domain with limited amount of resources. Besides, these
applications can also benefit from the number of wavelengths used, which can dras-
tically reduce the amount of data needed for these systems [48][59]. Furthermore,
the accuracy gives a general overview of the quality of the classification through the
percentage of corrected predictions in relation to the total number of predictions.
The results of the evaluation of the metrics are utilized to guide the selection

of a specific version of the model for analysis using multispectral LiDAR data.
This selection process considers both the capabilities of the demonstrator and the
performance of the models in the comparison described earlier.
In the end, a balanced compromise is achieved between the number of wavelengths

used by the classification model and its accuracy. The wavelengths identified through
this analysis are subsequently measured in an example scenario using a multispectral
LiDAR demonstrator to access the model’s performance on real data. This approach
aims to provide a detailed investigation into the potential of using spectroscopy
measurements to guide the development of discrete multispectral LiDAR systems.
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This Chapter describes the working principle of the equipment and tools utilized
for data acquisition and model development in this study. It starts explaining the
functionalities of the spectrometer used for the spectral data acquisiton, followed by
the Python framework used for the machine learning models training and evaluation,
and finishes with the description of the multispectral LiDAR demonstrator used for
the generation of the multispectral LiDAR point cloud.

5.1 FT-IR Spectrometer

One of the most important steps of the project is the creation of the materials
spectral dataset for the training of the machine learning models. To obtain reli-
able spectral measurements at a fine resolution, a calibrated commercially available
spectrometer was utilized. This equipment is a FT-IR spectrometer from the com-
pany Bruker [10]. It is composed of the Bruker Vertex 70 spectrometer coupled to
a Bruker Hyperion 3000 microscope imaging system. This configuration allows an
automatic scanning of the sample’s surface area, which facilitates the acquisition
of large amounts of data. A view of the coupled equipment used for the spectrum
acquisition of the materials is presented in Figure 5.1.
To perform the spectral measurements, the spectrometer generates electromag-

netic waves through a tungsten lamp. These waves travel through the microscope’s
optical path to illuminate one spot on the surface of the sample. Then they are re-
flected by the sample surface and guided by the optical path to an InGaAs detector,
which measures the amplitude of these reflected waves.
The microscope owns a precision stage that performs movements in x, y, and z

directions [10]. It allows the system to be configured to measure different coordinates
of the sample area. Thus, automatic scanning of the sample surface can be carried
out, increasing the spatial diversity of the measured spectrum in the dataset.
The equipment allows the user to choose between several parameters of the hard-

ware, such as the light source, the detector aperture size, and the spectral resolution
to adjust the operation in different modes [10]. The configuration applied to acquire
the data in this work uses the tungsten lamp as a light source, 6 millimeters for the
detector aperture size, and 8 wavenumbers of spectral resolution, to acquire spec-
tral measurements in the range from 781 to 2500 nm. In addition, the equipment
performs a differential analysis, against a reference sample during spectrum acquisi-
tion, to avoid the influence of the light source and the optical path in the measured
spectrum [55].
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Figure 5.1: Optical setup consisting of a Vertex 70 Spectrometer coupled with a
Hyperion 3000 microscope.

5.2 Python Frameworks

The programming language chosen for this work is Python, which has gained signif-
icant attention due to its extensive collection of third-party packages and libraries
available for public use. The possibility of integrating various packages with different
capabilities creates an ideal environment for developing and testing software proto-
types in a short period. This has turned Python into the dominating programming
language for machine learning development in the last years [62].
In the machine learning context, these third-party packages are called frameworks,

and they count with diverse data handling optimization techniques that assist the
training processes of the ML models, facilitating the development and decreasing
the training and testing time. Typically, these frameworks come with pre-defined
mathematical and statistical models, that offer the users the possibility to customize
and evaluate the model’s hyperparameters according to their application.
From the frameworks available in Python, scikit-learn is widely utilized in the

field of data analysis [62]. It can be combined with other data manipulation and
visualization packages and libraries, such as Matplotlib, Numpy, and Pandas to
increase the user’s control and interpretation of the results.
To develop Python software, it is necessary to use an interface. Python is an

interpretative programming language. Thus, it allows the execution of the software
lines independently. Jupyter Notebook is a famous interactive computational envi-
ronment used for the development of machine learning models since it permits the
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division of the software into disassociated cells that can be executed separately. This
allows the user to write software and text into the same interface, which increases the
organization and interpretability of the code. In addition, the use of cells facilitates
the debugging of the software, as the stepwise execution enables the visualization
of the data in between software lines [32]. The cells run on top of the Ipython that
works as a kernel to allow the development of interactive Python software on the
web application [42].
The high number of third-party packages, demands the development environment

to be integrated into a package manager that manipulates the execution of different
libraries in an organized manner. Therefore, the Anaconda was selected to be used
in this project. It is a package manager that contains all the most common packages
needed for the development of machine learning models. It decreases the develop-
ment time by handling the integration of the libraries into the Jupyter Notebook
environment [2].
In addition, Pandas was employed to import and manipulate datasets inside the

Python environment. It is a data structure library, that consists of data handling
functions that facilitate the manipulation of different data types and the access of
specific positions of the dataset. Furthermore, it standardizes different formats of
data into data frames, making it an ideal option to deal with spectral measurements
coming from different measurement equipment [38].
To illustrate the data distribution, and the results obtained for the ML models,

Matplotlib is one of the most common Python libraries applied in this field. This
library is specific for graphical representations, and it is capable of managing com-
mands for generating visualizations of the data through plot functions. It can be
combined with other data manipulation tools, such as NumPy and Pandas, enabling
interactive visualization of the results within the environment [25].
The main library selected to assist the development of the machine learning mod-

els was Scikit-learn. It contains a basic structure of the models selected for the
analysis in this work, with the option of diverse hyperparameters tunning for each
model. Furthermore, scikit-learn also incorporates metrics for the evaluation and
comparison of models, such as the K-Fold cross-validation. These metrics can be
integrated during the model’s development helping to compare different versions.
This comparison provides a detailed analysis of the influence of the parameters in
the performance of the model [41].
As an example for the random forest model, scikit-learn counts with an imple-

mentation that allows the selection of hyperparameters such as the number of trees,
the maximum depth of each tree, and the split metric. Furthermore, it allows access
to the feature’s importance calculated after the model’s training.
Another machine learning technique present in scikit-learn is logistic regression.

The library allows the user to select the regularization technique, such as the lasso
norm, and the regularization strength parameter. In addition, the library makes
available options for optimization of the algorithm’s training time, such as the se-
lection of the number of cores used by the computer during the model’s training
[41].
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Finally, scikit-learn also integrates two implementations of the recursive feature
elimination wrapper method. The first one permits the user to define the desired
number of features selected by the model. The second uses a model with an inte-
grated cross-validation technique to find the optimal number of features in the used
dataset. For this case, the library allows the user to choose the stopping criteria
for the cross-validation, along with the number of folds utilized by the evaluation
algorithm. In both cases, some hyperparameters are available for tuning, such as the
number of features to remove during each interaction, and the number of processors
used by the computer [41].
To train and evaluate the models in this project a computer equipped with a 2x

Intel Xenon E5-2650 v4 processor boasting 12 Cores each, running up to 2.2 GHz,
with a 30 Mb L3 Cache CPU was utilized. Additionally, the computer features
256 GB (8x 32GB) DDR4 RAM and 240GB SSD. With this computational setup,
the training times of the algorithms could be accelerated, and sufficient memory
capacity was available to effectively train and store different models.

5.3 Multispectral LiDAR Demonstrator

The capabilities of a specific version of the models developed in this work were
evaluated in real multispectral LiDAR data. This data is acquired by a prototype
of a multispectral LiDAR system developed by Fraunhofer ENAS in cooperation
with TU Chemnitz. The prototype uses a SuperK EXTREME supercontinuum
white light laser source, from NKT Photonics, combined with a composition of a
SuperK SELECT acousto-optical tunable filter (AOTF) with SuperK CONNECT
and FD7/FD8 optical fibers to generate light pulses in specific wavelengths. To
scan the environment, an optical system containing a moving mirror, Galvoscanner
GVS002 from Thorlabs, was utilized to modify the direction of the laser beam. The
prototype operates in two modes that vary according to the data to be acquired.
The first operation mode acquires the spectral data through a grating spectrome-

ter. The setup consists of a Shamrock 303i with an iDUS 1.7µm InGaAs line detector
from Andor, combined with a beam splitter, model BSW29R from Thorlabs. The
basic working principle of the hardware system starts with the emission of the white
light pulse in the range from 450 nm to 1700 nm by the laser source. This light
pulse travels to the acousto-optical tunable filter, where it is filtered to a specific
wavelength selected by the user. Subsequently, it travels through the optical fiber
to the optical bench. In the optical bench, the scan mirror deflects the laser beam
at different angles to illuminate point-by-point the target object at different wave-
lengths, creating a 2D image of the target. Finally, the reflected light is guided back
to the entrance slit of the grating spectrometer by the beam splitter. An example
of the test bench, containing the optical path of the laser pulse in the spectrum
acquisition operation mode, is shown in Figure 5.2.
The position of the moving mirror is determined by a LabView software. The

software is responsible for changing the direction of the light pulse to hit different
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Figure 5.2: Multispectral LiDAR demonstrator in spectral measurement mode.

spatial positions of the target, creating the pixels of an image. First, the software
sets a voltage to the scanning mirror to control the direction of deflection of the laser
beam, via a NI-USB 6343 multifunctional I/O device, from National Instruments.
Then, the desired wavelength is selected and the laser pulse is emitted. After a few
milliseconds, a trigger signal is sent to the spectrometer, through the I/O device.
Consequently, the spectrum of the point is recorded. Afterwards, the wavelength
is changed and measured again until the entire spectrum of the specific point is
acquired. The process is iterated for all the points, which can be seen as pixels, of the
image. Once the measurement is finished, a measurement file is created containing
all the measured wavelengths at the entire image following the configured scanning
pattern.
The measurement file is created using the Andor’s proprietary software. It con-

tains the amplitude of light acquired by the spectrometer at each wavelength mea-
sured for each spatial point. The data is organized in columns separated by a
tabulator, and exported as a .txt file. The first column contains the position of the
spectrometer sensor, while the subsequent columns contain the amount of photons
acquired at the specified positions. Therefore the data has to be filtered and pre-
processed before the multispectral images can be created. The LabView software
has the logic to control the hardware of the test bench in both operation modes.
It also allows the user to selected the mode under test and configure the system
parameters.
The second operation mode, measures the distance of the object through a Single-

Photon-Counting-Modules (SPCM), model SPCM-AQRH-14 from Excelitas, com-
bined with a Time-Correlated Single Photon Counting (TCSPC), model MultiHarp
150 from the company PicoQuant. This setup is used to measure the ToF of the
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Figure 5.3: Multispectral LiDAR demonstrator in distance measurement mode.

laser pulse with a maximum resolution of 10 ps. When the laser pulse is emitted
a trigger signal is sent to the TCSPC to count the interval between the emission
of the laser pulse and the acquisition of the first photon by the SPCM. This ToF
measurement can be later applied to calculate the distance of the reflecting object.
Similarly to the first mode, a beam splitter is used to guide the reflected light to
the entrance of the SPCM. In addition, the LabView software controls the angle
of the moving mirror, to scan the position of all target points. An example of the
prototype in the distance acquisition mode with the illustration of the light path is
shown in Figure 5.3.
The necessity of using two measurement modes come from the limitation of the

SPCM in the SWIR range. Since this equipment only measures in the VIS spectrum,
the system has to be modified for using a specific wavelength during the distance
measurements. The data acquired during this measurement represents a histogram
of the amount of photons received during a pre-defined time window. The resulting
data is saved as a .txt file separeted by a tabulator where the first column represents
the time in nanoseconds and the second column represents the histogram of the
amount of photons received in the specified time. The time point with the highest
amount of photons is used as the ToF measurement. This process is iterated for all
the points of the image. Therefore the files acquired have to be pre-processed, the
data grouped and combined with the spectral measurements of the spectral mode
to create the multispectral 3D point cloud of the environment.
The system allows the configuration of diverse parameters of the equipment con-

nected that can improve the data quality and speed up the process, such as the
exposure time of the spectrometer, the laser power, the triggering time, and the
grating aperture of the spectrometer.
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6.1 Dataset Creation

6.1.1 Data Acquisition

The development started with the acquisition of the spectral dataset using the
Bruker spectrometer. Therefore, four classes of materials were selected, each class
containing 5 distinct samples. The classes divide the materials into metals, organics,
fabrics, and plastics. The samples used for each class are presented in Figure 6.1.
They were mapped to their respective spectral fingerprint through an enumeration
that increases the interpretability of the measurements. In addition, these samples
were chosen to allow the positioning of a flat surface on the microscope stage, per-
pendicular to the direction of the NIR light beam. This decreases the influence of
the incidence angle at the material surface and encourages the acquisition of the
highest amplitude of the spectral measurements [16].
As can be seen in Figure 6.1(a), one of the samples selected for the metal class is

composed of rusty iron. This sample was modified removing half of the rust from
its surface. Hence, half of the sample surface was added to the dataset as clean
iron, and the other half as rusty iron, to include the influence of the rust in the
classification data.
For the acquisition of the data, the spectrometer was configured to operate in

the reflection mode and to use the tungsten lamp as the light source, to emit EM
radiation in the NIR spectrum. The aperture of the detector was defined as 6
millimeters. This aperture controls the amplitude of the acquired reflected light,
and helps to reduce environmental noise in the measured spectrum.
The spatial differences of the measurements were obtained by configuring the

microscope to operate in the video mode. This configuration allows the definition of
cartesian coordinates to position the microscope stage. Thus, when the sample was
positioned on top of the stage, it was possible to automatically move the platform
and measure different locations on the surface of the same sample. The control of
the movements is performed automatically by Bruker’s proprietary software.
The first step for the acquisition of spectral data from one sample of material was

the manual positioning of the VIS objective in the microscope. After that, a specific
area of the sample surface was defined for the analysis. Subsequently, the microscope
software moved the stage along the x and y axes and captured sequential images
that covered the entire area of interest. This step allowed a visual inspection of the
sample surface and guaranteed that the sample was positioned in the focus of the
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(a) Metals. (b) Fabrics.

(c) Plastics. (d) Organics.

Figure 6.1: Image of the material samples used for spectral acquisition.

optical system. Afterward, the objective lenses were manually switched to the IR,
and a reference measurement was conducted for the differential spectral processing.
The choice of the reference sample took into account the reflection properties

of the material. These properties must match the reflection amplitude range of
the samples under analysis. The use of a reference with high reflection properties,
like gold, would require a high dynamic measurement range, resulting in a loss
of resolution and information when compared against samples with low-reflection
properties. Since the material samples used in this study generally exhibit low
reflectivity, due to the roughness of their surface, a ceramic material was a suitable
choice to be used as a reference in these experiments. Hence, the reference sample
getSpec STD 5101 CIN [19], which is composed of tile with diffuse PTFE, was
selected to be applied in this work due to its spectral response characteristics. This
sample presents a high and linear reflectivity around 98% for the spectral range
between 350 and 1800 nm, as can be shown in Figure 6.2(b). The reference selected
and its spectral reflectance are presented in Figure 6.2.
After the reference spectrum acquisition, Bruker’s software waited for the user

to configure the position of the spectral measurements on the material surface. In
this project, a grid arrangement with 10x10 measurement points was created for the
analysis. This incorporated spectral measurements of different locations into the
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(a) Example of the getSpec STD 5101
CIN reference sample.

(b) Spectral reflectance of the getSpec
STD 5101 CIN.

Figure 6.2: Reference Sample.
Source: Adapted from [19].

dataset. Subsequently, the software moved the microscope stage along the configured
cartesian directions to align each specified point with the center of the optical path.
This process was repeated until all defined points were automatically measured.
This configuration measured 100 spectral points in the grid arrangement. The

grid was configured based on the previous VIS image of the defined surface region
of the sample. The spectrum resulting for each data point measured corresponds to
the average of 32 spectral measurements.
The configured points were measured sequentially in a column-wise manner. The

measurements were performed from the bottom left to the top right of the image.
After all points in the image were measured, the software allowed their exportation
in a DPT file format. This file organizes the measured data in a table format, where
they are separated by a tabulator. The wavelengths were organized in rows, and the
measured points in columns. The first column contained the wavelengths measured
in wavenumber. All the following columns contained the intensity of the reflected
light for each measured point at the corresponding wavelength. A flowchart of the
process of data acquisition for one material sample is shown in Figure 6.3.

Figure 6.3: Flowchart of the spectrum acquisition process for one material sample.
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This process was repeated for all the samples presented in Figure 6.1. An example
of the raw spectrum of a fabric sample acquired using the automatic mode of the
FT-IR spectrometer is shown in Figure 6.4.

Figure 6.4: Example of the spectrum acquired for 100 points of a fabric sample.

From the example presented, it is possible to observe that the raw measurements
of the spectrometer contain noisy values for data in high wavenumbers. This noise
is intrinsic to the measurement equipment, mainly caused by factors such as the
decrease in the efficiency of the tungsten lamp, and the InGaAs detector in this
region of the spectrum [9]. In addition, the measurements present a large standard
deviation. There are two main factors that interfere in the standard deviation of the
spectral measurements they are the roughness of the surface of the material and the
amount of concentration of the substances in the point measured. The first, changes
the scattering pattern of the reflected light and the length of the optical path. The
second, changes the amplitude of the light reflected by absorbing different amounts
according to the concentration [59]. Therefore, to obtain a fair comparison of the
data, it is necessary to pre-process the spectrum by removing the noise and the
offset to avoid a biased training of the classification algorithms.

6.1.2 Data Pre-Processing

The pre-processing is one important step after the acquisition of the data [59]. The
measurements are saved by the Bruker software in a table format (.dpt). Therefore,
they need to be imported into the Python environment and converted to a data
structure that can be manipulated by third-party packages. This was performed
through the functions available in Pandas, which created a data frame from the
table of measurements and loaded it in the Python kernel for further processing.
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Furthermore, the equipment acquired the spectral data in wavenumber, so the first
step of the processing involved converting it from wavenumber to wavelength. This
conversion facilitated the data comprehension when evaluating the spectral char-
acteristics visually, as wavelengths are commonly used in the literature [48]. To
convert from wavenumbers to wavelengths, it is necessary to calculate the inverse of
the value [55]. Thus, Equation 6.1 was applied in each spectrum measured.

wavelength =
1

wavenumber
(6.1)

After that, the data had to be pre-processed before training the machine learn-
ing models. The first step consisted of removing the noisy region of the spectrum
presented in Figure 6.4. Therefore, to obtain machine learning models that could
be later applied in the multispectral LiDAR demonstrator, the characteristics of
the prototype had to be considered. Thus, the measurement spectral range of the
demonstrator was used to avoid training the machine learning models with data
that cannot be measured. Since the demonstrator can only measure spectrum from
1100 nm to 1600 nm, the measured data was truncated in this range. So only the
spectrum inside these limits was considered for further evaluation.
Finally, a common pre-processing method was applied to the data. There are dif-

ferent functions for pre-processing NIR spectral data, such as the use of the Savitzky-
Golay filter, mean removal, and standard variate. Some of the pre-processing tech-
niques modify the characteristics of the spectrum. For instance, the Savitzky-Golay
filter smooths the NIR spectrum by removing high-frequency noise and has the
drawback of being computationally expensive [59]. Therefore, to preserve the ini-
tial characteristics of the data and avoid the influence of offset in the analysis of
the machine learning models, the approach used in this work only performed the
normalization of each spectrum, by removing the average and converting to unit
variance.

(a) Raw spectrum. (b) Pre-processed spectrum.

Figure 6.5: Comparison of a measured spectrum before and after pre-processing.

An example of the effects of pre-processing spectral data is presented in Figure
6.5. In Figure 6.5(a) an example of the raw spectrum acquired by the spectrometer is
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shown. The spectrum was converted to wavelengths to facilitate the interpretation.
Figure 6.5(b) shows the same spectrum after the pre-processing steps. As can be
observed from the graphs, the spectrum is truncated and has zero mean and unit
variance. It can also be observed that a large amount of information is not considered
given the limitation of the spectral range of the demonstrator. This opens the
opportunity for further studies in different spectral ranges.

(a) Spectrum of metal samples. (b) Spectrum of fabric samples.

(c) Spectrum of plastic samples. (d) Spectrum of organic samples.

Figure 6.6: Average spectral fingerprint of each material sample.

After all the spectral data was pre-processed, they were concatenated to create a
standard dataset. Since each sample of the material was measured in 100 points and
a total of 20 different samples were used, the final dataset contained 2000 measured
spectra. Each spectrum has a resolution of 736 wavelengths. Thus, the final dataset
is formed by 736 x 2000 measured points. To enhance the visualization of the data,
Figure 6.6 shows the average of the spectral measurements of each material sample.
The average spectrum is enumerated following the sample distribution presented in
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Figure 6.1. The spectral measurements are shown after the pre-processing steps,
so the Figure represents an overview of the dataset used for the training of the
algorithms.
In Figure 6.6 it is possible to observe patterns that differentiate the classes. These

patterns should contain enough information for a model to learn a classification
function that differentiates the material based on its spectral fingerprint. However,
some of the fingerprints have similar characteristics, such as the shape and the
inclination, that could confuse the model. For instance, sample 2 of plastics and
sample 4 of fabrics could mislead the algorithm into classifying them as metal due
to their similarity with the metal fingerprints. Therefore, the analysis of the dataset
is an important step in understanding the behavior of the results of the models.
Before the training and analysis of the machine learning models, the order of the

measurements was shuffled to avoid the influence of ordered data patterns in the
dataset. Afterwards, the dataset was divided into training and testing sets. The
test set is composed of 20% of the size of the dataset. Hence 400 measurements were
separated to be used for testing the performance of the model, and 1600 measure-
ments were used for training. Finally, the dataset was prepared for utilization in the
analysis of the performance of the models in this work. The first model developed
for this analysis was the L1-regularized logistic regression.

6.2 L1-Regularized Logistic Regression

The logistic regression model employed for the development of this study was based
on the implementation presented in Scikit-learn [41]. The library contains functions
that allow the modification of the hyperparameters of the model, as well as the con-
trolling of the training and evaluation processes. To address the feature selection
capability, the model was configured to use the L1-norm as regularization. This
mode requires the selection of the regularization strength that forces the weights
of the features to zero. This regularization is present in the function through the
hyperparameter C. It represents the inverse of the λ value of the LASSO regulariza-
tion, shown in Equation 2.8. Therefore, setting a lower value of C leads to a model
with less features selected.
The goal of this research is to assess the dependency of the accuracy of the model

on the number of wavelengths used. To achieve this goal, the hyperparameter C
was adjusted to generate models that use different numbers of features. In total 100
different models were analyzed. They were developed to work within a range of 1 to
100 features. The creation of the models started with a value for C that resulted in
more than 100 features select, the number 0.4 was found to meet this requirement.
Then the number of features selected was evaluated after each training run. If the
number of features used was equal to 100, the first model was saved, otherwise, the
regularization strength parameter was reduced and the model was trained again.
After the first model was saved, the expected number of features was decreased by
one and the procedure was repeated. These steps continued until the model using
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only one feature was saved.
During the development of the algorithms, it was observed that the relation be-

tween the regularization strength and the number of features selected is non-linear.
Hence, to obtain models with a decreased number of features in unitary steps a dy-
namic update of the regularization strength was necessary. Therefore, if the strength
parameter resulted in a model with fewer features than expected, the parameter was
reverted to its previous value, and the decrement step was adjusted to finely tune
the value of C.
In the end, 100 versions of the model were saved. This approach allowed a detailed

analysis of the influence of the number of features (in this case, the number of
wavelengths) on the classification of materials. Consequently, it covered the analysis
of hyperspectral and multispectral system domains due to the wide range of features
used.
The configuration applied to train the algorithms performed the one-vs-rest clas-

sification, a maximum of 1 thousand interactions, and a tolerance of 0,0001. The
tolerance is the stopping fitting criteria for the training interactions. To increase
the comparability of the models, the 5-fold cross-validation was applied to each
model created, and the model with the highest validation score was selected for the
analysis.
The results saved for each of the 100 models developed, are the accuracy for

validation and test sets, the value of the regularization strength, the memory size of
the model, the training and prediction time, and the wavelengths selected. Figure
6.7 presents the flowchart of the algorithm developed to train and evaluate the
models created.

Figure 6.7: Flowchart of the logistic regression model evaluation.

The Scikit-learn library also counts with an implementation of the logistic regres-
sion combined with cross-validation. This function was employed to address the best
value for C that leads to the highest accuracy of the model when the whole dataset
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is available. The configuration applied created an array with 100 linear distributed
values between 0,0001 to 10000 of possible C values that were analyzed by 5-fold
cross-validation. The result of this evaluation was utilized as a benchmark reference,
for the comparison with models that use lower features. To compare the results with
a different algorithm, the random forest model was implemented in this work.

6.3 Random Forest

The random forest was developed in Python with the support of the functions avail-
able in Scikit-learn [41]. The library incorporates the training process of the model
and allows the user to configure various hyperparameters, such as the number of
trees, their maximum depth, and the split quality metric. To perform the evalua-
tions proposed in this work, the model was first trained with all the available training
samples of the dataset. In this case, the configuration used the bootstrap technique
with the Gini split measure and no maximum depth limitation. This configuration
was implemented due to the advantage of Gini’s computation time over the entropy
calculation, and the increased randomization during the creation of trees by the
bootstrap method, which avoids trees with similar splits. In addition, the trees were
allowed to grow indefinitely to achieve models with the lowest impurities.
The only hyperparameter tuned during the model’s analysis was the number of

trees. Even though random forests with an elevated number of trees do not present
improvements in the miss classification rate, they result in a more stable feature
importance metric [7]. Therefore, to achieve the best algorithm performance and
feature importance stability, different models were trained logarithmically increasing
the number of trees from 1 to 100 thousand. This extrapolation was performed to
achieve a high stability in the feature importance calculation, given the elevated
number of features available in the entire spectral resolution.
On the other hand, to avoid unnecessary large forests, the tunning of the num-

ber of trees allows a selection of the smallest forest to achieve a high classification
performance. One technique to find this forest starts with an elevated number of
trees, and removes one tree step-wised until a drastic decrease in accuracy occurs.
Hence, the forest within one standard deviation of the accuracy of the largest forest
is selected [58]. A similar approach was applied in this work, by logarithmically
increasing the size of the forest and saving the performance of the models. This
reduces the amount of time needed to train large forests and allows the analysis of
the behavior of the models with extrapolated number of trees.
To select the forest size, the relationship between accuracy and number of trees

was evaluated. A logarithmic dependence of the variables was observed. Conse-
quently, the standard deviation and the mean of the accuracy for half of the models
were computed. Models with the largest forests were chosen for evaluation due
to the stability shown in their accuracy results. Subsequently, the smallest model
that achieved accuracy within one standard deviation of the maximum calculated
accuracy was selected for further analysis.
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Figure 6.8: Flowchart of the random forest model creation and evaluation.
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Figure 6.8 presents the flowchart of the algorithm used for the analysis of forest
sizes and the selection of the optimal forest.
The results saved for each model were the accuracy in the test set, the training

and execution time, and the model size. For the largest forest, the feature impor-
tance metric was also computed. In addition, the performance of the model with
the optimal size was evaluated in more detail for the available dataset. Therefore,
the confusion matrix and the feature importance were computed to be used as com-
parison metrics for other algorithms.
The feature importance analysis of the random forest model revealed elevated

values for neighboring wavelengths. Hence, to achieve a simplified and automatic
wavelength selection process, the optimal model was included in the RFE wrapper.
This evaluation aimed to address the performance of the model in the best feature
subset.

6.4 Recursive Feature Elimination

Similarly to the other models developed, the implementation of the recursive feature
elimination wrapper was based on the functions available in Scikit-learn [41]. The
Python library contains the structure of the RFE algorithm, and allows the user
to choose parameters such as the model under analysis, the number of features
to select, and the step of feature elimination. In this analysis, the random forest
model with the optimal number of features described in Section 6.3, was applied
in this wrapper for the comparison with the feature selection capabilities of the
L1-normalized logistic regression.
To achieve comparable results, the relationship between the accuracy of the op-

timal random forest and the number of wavelengths was analyzed. Therefore, the
number of features selected by the RFE algorithm was iteratively reduced, decre-
menting by one feature at a time from 100 down to 1. The results are similar to the
analysis performed in Section 6.2 and provide a comprehension of the performance
of the algorithms for the processing of data from hyperspectral or multispectral
systems.
Since the random forest model is retrained at each run of the algorithm, the

performance of the models were saved for the detailed comparison with the results
obtained for the logistic regression model. The results computed for the analysis of
this model were the accuracy, the memory size, the number of selected features, the
selected wavelengths and the prediction time.
The flowchart of the algorithm for the selection of the subset of the most important

wavelengths is presented in Figure 6.9.
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Figure 6.9: Flowchart of the recursive feature elimination analysis.

6.5 Multispectral LiDAR Data Evaluation

To evaluate the capabilities of the algorithms developed in this work, the model with
the best performance in the dataset created was selected and applied in the classi-
fication of data from a prototype of a multispectral LiDAR system. The choice of
this model took into consideration the capabilities of the demonstrator for spectral
data acquisition. The prototype can emit light within a bandwidth of 10 nm, there-
fore, the model that resulted in wavelengths with a spectral distance higher than
10 nm while maintaining a high accuracy was selected. In addition, the number of
wavelengths selected by each model was also considered as a choice metric, since
the lower spectral resolution allows a further implementation of the system using
discrete laser sources.
After the selection of the model and the subset of wavelengths, an evaluation

of the data acquired by the multispectral LiDAR demonstrator was carried out.
Therefore, sample 1 of the class organic was placed in front of the scanning mirror
and measured at a fixed position, using a high resolution spectrum with 1000 wave-
lengths. These wavelengths were divided equidistantly in the entire measurement
spectral range from 1100 nm to 1600 nm. Afterwards, the results were compared
with the measurements acquired from the spectrometer, to evaluate the effects of
using the collimated light source of the laser compared to the tungsten light source
of the FT-IR spectrometer.
Later, the effects of the scanning pattern of the demonstrator were addressed. At

the demonstrator, the position of the light beam is changed during the scanning by
the Galvoscanner. On the other hand, in the FT-IR spectrometer, the position of
the light beam is fixed, while the sample is moved by the microscope plate. This
difference in scanning the sample surface was investigated by configuring the moving
mirror to move the light beam at the surface of each sample in a grid of 5x5 points.
Following the evaluation of the influence of the demonstrator parameters in the

spectral data, a setup with 6 samples of materials was created in the laboratory
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test bench. The selection of the materials was performed based on the samples
used for the creation of the dataset. This approach allowed the evaluation of the
accuracy of the model in classifying spectra that are known since they were included
in the training procedure. This facilitates the isolated evaluation of the laser light’s
influence on the acquired data. Hence, one sample of each class was selected to
be used in the scene. The samples selected were sample 1 of organics, sample 1
of fabrics, sample 5 of plastics, and sample 3 of metals shown in Figure 6.1. The
background was made of a sample of metal similar to the sample 4 of this class.
The sample 5 of organics and a similar unknown piece of wood were added to the
scenario to increase the spatial distribution of the samples. The samples used in
this experiment were positioned in the field of view of the system starting at 45 cm
of distance from the moving mirror, and separately by approximately 5 cm creating
a scenario for the point cloud measurements. To facilitate the visual distinction
between the samples, the metal was placed on top of an organic sample, and the
fabric was glued to the plastic sample. The visible image of the materials used and
the scenario created is shown in Figure 6.10.

Figure 6.10: Measurement scenario of the multispectral LiDAR point cloud.

Following the creation of the scenario, the environment was measured by the mul-
tispectral LiDAR demonstrator. Therefore, the subset of wavelengths selected by
the chosen model was used to configure the LabView application of the demonstra-
tor. A detailed explanation of the selection of the subset of wavelengths is presented
in Section 7.2. The LabView application was configured to operate in the spectral
acquisition mode and to measure the selected wavelengths at each point of a grid of
101x101 pixels to generate a multispectral image of the environment created. After-
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wards, the operation mode was changed for distance measurements, which acquired
the ToF of each point in the same configured grid, generating the multispectral point
cloud of the environment created.
To address the accuracy of the model in the point cloud, a ground truth image

of the environment was created. Therefore, the multispectral image generated was
saved as a .PNG file, and edited using a standard image edition software. A color
scheme was created, to map each material to a specific color. Hence, each pixel of
the image was manually painted with the color corresponding to its material and
the resulting image was saved to be used as a ground truth for the analysis.
Finally, an algorithm was developed to classify the material at each point of

the point cloud measured. It started by importing the classification model, the
multispectral point cloud, and the ground truth image of the scenario. The algorithm
uses the horizontal, vertical, and spectral dimensions of the datacube to generate a
multispectral image of the environment. Then it scans the pixels in column-wised
pattern of the image, starting at the upper left and moving into the x axis until the
lower right. At each pixel, the spectral dimension of the datacube is used as input
for the classification algorithm. Then a material is classified for the respective pixel.
The result of the classification is later compared to the ground truth material of the
same pixel. This allows the evaluation of the accuracy of the classification model
for each pixel on the entire image. Afterwards, a color scheme is created mapping
one color to each class of material. Hence, the pixel under analysis receives a color
respective to the material resulting from its classification. Afterwards, the accuracy
of the whole image is computed and the distance measurements are added to the
painted image to generate the multispectral point cloud of the environment. Figure
6.11 illustrates the generation of the classified multispectral point cloud.

Figure 6.11: Illustration of the generation of the classified multispectral point cloud.

The flowchart of the algorithm used for the classification of the multispectral point
cloud is presented in Figure 6.12.
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Figure 6.12: Flowchart of the evaluation of the classification algorithm on the
demonstrator data.
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7.1 Classification Performance

This section outlines the results acquired from the project’s analysis. It is divided
into three main evaluations. First, the classification performance of the algorithms
on the entire dataset is addressed. Afterwards, the capabilities of the algorithms to
perform feature selection are analyzed. Finally, one model is selected to classify the
data from the multispectral LiDAR and the results are discussed.
The performance evaluation of the models began by classifying the spectral data

based on the complete spectrum acquired by the FT-IR spectrometer. As this
spectrum comprises the maximum number of wavelengths accessible for analysis in
this study, the results served as the benchmark for comparing performance with
the models post feature-selection. Furthermore, the vast quantity of spectral data
enabled a fair comparison of the models during the optimization procedures.

7.1.1 L1-Regularized Logistic Regression

The first algorithm to be analyzed was the L1-regularized logistic regression. To
address the best performance of the model in the entire dataset, the regularization
strength, hyperparameter C of the Sckit-learn library [41], was tuned to its optimum
value. Therefore, the algorithm implementation with cross validation was applied.
This function of the Scikit-learn library seeks to find a value for the regularization
strength that maximizes model’s accuracy. In this project, 5-fold cross-validation
was used, to increase the reliability of the results while maintaining a low training
time. The 5-fold resulted in 320 spectral samples for each validation set.
The resulting model created four classifiers, one per class, due to the one-vs-

rest approach. The model was evaluated for its accuracy in test, memory usage,
number of features used, and prediction time. Each classifier created, uses different
number of features to perform the classification. Thus, the cross-validation technique
resulted in a vector with one regularization strength for each classifier. Since the
final classification of the model considers the results of all the classifiers, the one
with the highest number of features was selected for the analysis. This was the
classifier created for the class of fabric which used all the 736 features available
for the classification. The regularization strength used by this classifier was 75.
The entire model achieved an accuracy on the test set of 95.75% and performed a
prediction a single sample in 1.12 miliseconds.
On the other hand, the classifier with the lowest number of features used 524
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wavelengths from the available data. Given the elevated number of features used by
each of the internal classifiers, the final model occupied 11.29 Mbytes in memory.
The miss classification of the algorithm was also analyzed and is shown by the

confusion matrix in Figure 7.1.

Figure 7.1: Normalized confusion matrix of the best L1-regularized logistic regres-
sion.

The normalized confusion matrix presents the accuracy achieved by the algorithm
at each class. It can be observed that the model made the highest miss classification
when analyzing samples of plastic. This class also required the classifier to use more
features to perform the classification. One possible explanation for the difficulty in
the classification of this class, is the variance of the sample’s spectrum. The confu-
sion matrix also shows that the highest confusion of the model happened between
the plastic and the metal classes.
A closer analysis in the mean spectrum of both classes can support the explanation

of this fact. Samples 2 and 3 of plastic present a linear mean spectrum with an
inclination similar to most of the spectrum of the metal class. This similarity in
shape and inclination can be the main reason behind the elevated confusion. It is
reinforced by the miss classification of the model from plastic to fabric. The sample
4 of the class fabrics also presents the similar characteristics as the above mentioned.
Since the logistic regression is a weighted sum of the amplitude at each wavelength,
the similar inclination of the spectrum can cause the model to achieve comparable
weights that result in the confusion when these spectral samples have to be classified.

7.1.2 Random Forest

The random forest model was evaluated in the entire dataset to compare its per-
formance with the L1-regularized logistic regression. The model was optimized by

59



7 Results

fine-tunning the number of estimators inside the forest as described in Section 6.3.
The described evaluation resulted in 100 models that were compared considering
their mean accuracy during 5-fold cross-validation. The results of this comparison
supported the choice of the smallest forest.
The relationship between the accuracy and the number of trees of these models

was evaluated. The results are presented in Figure 7.2. The blue dots represent
the mean of the accuracy during 5-fold cross-validation for each model and the gray
lines represent their respective standard deviation. The number of estimators, or
trees, inside each version of the model, is shown in a logarithmic scale.

Figure 7.2: Relation between random forest size and model’s accuracy.

The graph illustrates a logarithmic relation between the accuracy and the size of
the forest. Due to the utilization of a logarithmic function to generate the mod-
els some instances contain the same amount of estimators, therefore they appear
repeatedly in the graph. From the result, it is possible to observe that the mean
accuracy stabilizes after a certain forest size. Hence, increasing the number of trees
indefinitely does not improve the accuracy of the model, which has been already
discussed by [7]. The model with 599 estimators achieved the highest mean accu-
racy of 97.31% during this analysis. However, it is possible to observe a fluctuation
in the mean accuracy measurements. This variation comes from the randomization
included during the tree creation process by the bagging technique. Therefore, to
decrease the influence of this effect in the analysis of this project, the procedure
used selected the model with the smallest forest able to achieve a mean accuracy
within one standard deviation of the stable region of the graph.
The selection of the smallest forest is supported by the analysis of the size occupied

in memory by these models. As can be in Figure 7.3, the amount of memory occupied
by the models increases exponentially with the number of estimators inside the
forest. Therefore, the smallest forest to achieve high accuracy is the best choice to
maintain a balance between the model’s performance and memory usage.
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Figure 7.3: Relation between occupation in memory and quantity of estimators of a
random forest model.

To find the smallest forest the average of the average accuracy for half of the
models was calculated, as well as their standard deviation. For this computation,
the 50 models with the highest number of trees were selected, as they belong to the
stable region of the results shown in Figure 7.2. The average achieved from their
mean accuracy was 0.97 and the standard deviation was 0.0008. Hence, the smallest
model to achieve the mean accuracy within one standard deviation of the calculated
average was selected for further analysis.
The results of this evaluation are better illustrated in Figure 7.4. The rectangular

blue area highlights the models used for the calculus of the average and standard
deviation. The yellow line represents the average of the mean accuracy of these
models. The green lines expose the region between one standard deviation of the
average calculated. Finally, the red line shows the position of the resulting model
with the smallest forest selected for the analysis of this project.
This model contains 46 estimators and achieved an accuracy of 97.75% in the test

set. The memory size occupied by this model was 0.48 MB, and the prediction of
one spectrum lasted 46.85 ms. For comparison purposes, the number of features
used by the model was also evaluated. Therefore, the feature importance metric
was calculated, and the number of features which the metric was different from zero
was computed. This resulted in 694 wavelengths that were necessary for this model
to perform the classification.
A more detailed analysis of the classification capabilities of the selected model was

obtained through the evaluation of the confusion matrix. This normalized matrix is
shown in Figure 7.5. From the results, it is possible to observe that differently from
the L1-regularized logistic regression, the random forest model achieved the highest
accuracy when predicting samples of fabric, and the lowest when predicting samples
of metal.

61



7 Results

Figure 7.4: Selection of the smallest random forest model.

Figure 7.5: Normalized confusion matrix of the selected random forest model.

Similarly with the approach used for the analysis of the confusion matrix from
the logistic regression model, the results were evaluated by the comparison of the
spectral fingerprint of the samples. Hence, considering the average presented in
Figure 6.6 it is possible to understand the confusion between the plastic and fabrics
classes, due to the similarities presented in the spectrum of samples 2 and 3 of plastic
compared to sample 4 of fabrics. However, only the visual analysis of the average of
the spectrum does not clarify the confusion between the metals and organics classes.
One possible reason for this confusion is the irregular surface of the organic samples
that increase the standard deviation of the spectrum measured, and can result in
fingerprints with similar shapes causing the algorithm to miss classify. A second
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reason that may confuse the model is the similarity in the substances that compose
the samples used in the creation of the dataset. A detailed analysis of the substances
that compose the samples used and the performance of the classification of these
substances can be a subject for further studies.
The overall analysis of the performance of the models developed from the entire

data available has shown that random forest achieved a higher accuracy when clas-
sifying this dataset. The explanation relies on the capability of random forests to
learn complex patterns when the trees grow indefinitely. By splitting the features
and performing the maximum voting, this model presents more stable results than
the one-vs-rest approach of the L1-regularized logistic regression method.

7.2 Feature Selection

Following the evaluation of the performance of the models when the entire dataset is
available, they were evaluated considering a reduction in the amount of spectral in-
formation available. Hence, the number of wavelengths used as features was limited
to address the capabilities of the models to classify data from multispectral system
domains.
This section describes the results for the application of the feature selection tech-

niques which aims to find a subset of features that maximizes the performance of
the model to guide the development of a multispectral LiDAR system. It starts by
the analysis of the intrinsic feature selection capabilities of the L1-regularized logis-
tic regression, followed by the evaluation of the intrinsic feature importance metric
of the random forest model. Finally, assessing the results of the recursive feature
elimination model.

7.2.1 L1-Regularized Logistic Regression

The evaluation of the feature selection techniques started with the LASSO regu-
larization, L1-norm, in the logistic regression model. Therefore, the experiment
described in Section 6.2 was performed. It was observed that the relationship be-
tween the amount of features used by the model and its regularization strength is
non-linear. Hence, a dynamic update of the regularization had to be performed.
This allowed the comparison of models using a maximum of 100 wavelengths. The
relation between the regularization strength parameter and the number of wave-
lengths selected by the model is shown in Figure 7.6.
The results exemplify the nonlinearity in the relation between the two variables.

They also expose the intervals between the regularization strength values necessary
to achieve a unitary decrease in the number of wavelengths selected, which occurred
due to the dynamic update of the regularization strength parameter. The decreasing
step size of this parameter was updated dynamically to fine-tune the regularization
strength in order to achieve a specified number of wavelengths. Therefore, the
distance in the measurements corresponds to the values where the step size was
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Figure 7.6: Relation between regularization strength and wavelength selection.

changed during the analysis. The possible explanation for the non-linearity comes
from the theory behind the feature selection capabilities of the lasso model. Since
the L1-norm is a penalty term added to the loss function of the logistic regression,
the training procedure of the model aims to find the minimum of this non-linear
regularized loss.
The minimum of this loss occurs in the interception point of both terms of the

Equation 2.8. This point of interception lies where some of the weights of the
features are equal to zero. Therefore, when the number of selected features is fixed
to a certain value, and the regularization strength is modified, the training procedure
updates the weights of each feature generating models with different coefficients.
A specific goal of this project is to evaluate the relation between the number of

wavelengths used by the model and its accuracy. Hence, a graph showing the relation
of both variables was created. The results are presented in Figure 7.7. The blue
dots represent the average and the gray lines the standard deviation of the accuracy
for each model during 5-fold cross-validation. The graph shows the results starting
from the model using 2 wavelengths, since a monochromatic model can not be used
for material classification in practical applications, given the insufficient amount of
spectral information contained in only one wavelength.
As can be seen in the graph there is a strong decay in the accuracy for the versions

of the model using less than 5 wavelengths to perform the classification. The reason
for this decay lies in the characteristics of the model to create one classifier for each
class in the one-vs-rest approach. Therefore, when the number of features selected
is lower than the number of classes, there is a huge increase in the miss classification
rate of the model. In addition, the results also show that evaluating the amplitude
of 96 wavelengths is enough for the model to achieve an accuracy higher than 90%.
The non-linear relation between the number of features and the accuracy of the
model is also related to the fact that the regularization strength generates models
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Figure 7.7: Relation between accuracy and number of selected wavelengths for the
logistic regression model.

with different coefficients to achieve the specified number of wavelengths.
Afterwards, the wavelengths selected from the models were evaluated to identify

the regions of the spectrum that contain most of the information necessary to classify
the materials. For this reason, the wavelengths selected by each of the 100 models
created were analyzed through the histogram of the spectrum presented in Figure
7.8.
The histogram counts the number of times that a specific wavelength was selected

across all the 100 models. From the histogram, it is possible to observe that some
of the wavelengths were repeatedly selected by diverse versions, while other regions
of the spectrum were not used by any of them. This confirms the hypothesis that
not all the spectral data is necessary to perform the classification of materials.
The evaluation procedure required the selection of one version of the models de-

veloped. This selection took into consideration the performance of the models in
terms of accuracy and selection of wavelengths. Since the goal of this work was
to select an optimized model to be tested in a multispectral LiDAR system the
practical capabilities of the demonstrator had to be considered. The development
of a system using discrete monochromatic laser sources requires the fulfillment of
the physical limitations of the hardware. One of them is the selection of the lowest
amount of wavelengths. Since each wavelength selected represents a laser source
on the discrete system and its respective optical components, the selection of the
lowest amount results in a reduction of hardware costs. In addition, each discrete
laser system emits light in a defined bandwidth, as described in Chapter 2.2, that
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Figure 7.8: Histogram of the wavelength selected by 100 models of L1-regularized
logistic regression.

is normally higher than the resolution of the FT-IR spectrometer. Hence, to select
a model that meets these requirements the first 10 versions with the lowest number
of wavelengths used were analyzed in detail. The model with the highest spectral
distance between the wavelengths selected was chosen for further evaluation. Since
the model using a single wavelength is not suitable for practical application, it was
removed from the analysis. Hence, the spectral position of the wavelengths selected
for each of the resulting 9 models is presented in Figure 7.9. The vertical axis
presents the number of wavelengths selected by the different versions of the model,
and the horizontal axis presents the position of these wavelengths in the spectrum.
As can be seen from the results in Figure 7.9, the model with 6 wavelengths pre-

sented the highest spectral distance between the wavelengths selected while main-
taining the highest accuracy. Even though models using more wavelengths achieved
higher accuracy, the results show that these models selected neighbor wavelengths,
which can not be measured in practical applications using laser systems given the
bandwidth of the emitted light. Therefore, the model with 6 wavelengths was se-
lected for further evaluation. This model achieved accuracy in the test set of 65.25%.
The memory size usage of the model was 0.02 MB and the time needed to predict
one sample of material is 1.04 ms. To increase the comparability of these results,
the feature selection capabilities of random forest and recursive feature elimination
were similarly analyzed.
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Figure 7.9: Positions of wavelengths selected by 9 versions of L1-regularized logistic
regression.

7.2.2 Random Forest

One characteristic of the random forest is the capability to assign an importance
metric for each feature. This metric was analyzed in detail to evaluate the potential
of the model in performing wavelength selection. Therefore, the feature importance
of the model selected during the optimization of the random forest, with 46 esti-
mators, was computed and is presented in Figure 7.10(a). However, the author in
[8] states that larger forests have higher stability during the feature importance cal-
culation. Hence, the results were compared with the calculated importance of the
largest forest developed, which consisted of 100 thousand estimators, as described
in Section 6.3. This comparison is presented in Figure 7.10.
The graphs reinforce the hypothesis that the stability during the calculation of

feature importance is higher using models with more estimators. In addition, the
results presented in Figure 7.10(b) reveal that the model with the largest forest
attributed high importance to 5 distinct regions of the spectrum in the shape of
peaks. Even though the peaks achieved different amplitudes, it is possible to observe
that wavelengths with similar importance rely on the same peak with close spectral
positions. This graph shows that setting an importance threshold would lead to a
selection of adjacent wavelengths. For instance, selecting all the wavelengths with
an importance higher than 0.0085 would result in the three points located around
1300 nm.
Since spectral data are highly correlated, it is expected that the information
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(a) Feature importance of the optimized random forest.

(b) Feature importance of the largest random forest.

Figure 7.10: Comparison of feature importance from two forest sizes.

present in neighbor spectral regions has the same influence on the classification
results. For instance, the regions of interest identified by the algorithm were also
used in [61] for the distinction of plastic in water. The water, which might be
present in the organic samples, shows a characteristic absorption band in various
wavelengths starting from 1400 nm. Hence, the algorithm uses samples of these
spectral regions to perform the classification. However, the absorption character-
istics of the spectrum are highly dependent on the substances that compose the
materials samples and the relation between the absorption band and the type of
substance is still subject to further investigation.
Therefore, a more informative approach to give to the algorithm samples on dif-

ferent absorption regions is selecting the wavelengths at the five peaks of the graph.

68



7 Results

One possibility to achieve this goal would be manually selecting the central wave-
length of each peak, however, this approach does not allow a detailed analysis of
the relation between the amount of features and the accuracy of the model. An
alternative approach that allows the selection of the wavelengths automatically, is
through the application of wrapper methods. Therefore, the random forest model
was placed inside the recursive feature elimination wrapper to eliminate features
with lower relevance and evaluate the model’s performance in different system do-
mains.

7.2.3 Recursive Feature Elimination - RFE

The evaluation of the recursive feature elimination method was performed as de-
scribed in Section 6.4. This allowed the comparison of the relation between number
of wavelengths and the accuracy of the random forest with the results obtained by
the L1-regularized logistic regression. Therefore, the random forest model with 46
trees selected from the optimization of the forest size was placed inside the recur-
sive feature elimination (RF-RFE) wrapper. Afterwards, the wrapper was evaluated
for a maximum of 100 wavelengths aiming to compare its results with the analysis
performed for the L1-regularized logistic regression. Hence, the elimination of one
feature at each iteration was applied. The algorithm used 5-fold cross-validation to
increase the comparability and the last 100 versions of the model were saved.

Figure 7.11: Relation between accuracy and number of selected wavelengths after
RFE.

The relation for the mean accuracy during the cross-validation and the amount
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of wavelengths selected by the wrapper are shown in Figure 7.11. Similarly with
the results presented for logistic regression, the blue points represent the mean and
the gray lines represent the standard deviation of the accuracy during 5-fold cross-
validation. In addition, the model using a single wavelength was removed from
the analysis due to the irrelevance of the result for practical applications, since
the spectral measurements with a single wavelength can not be used for classifying
materials.
From the results presented in Figure 7.11 it is possible to observe a logarithmic

relation between the accuracy of the model and the number of wavelengths used
during the classification. They indicate that a lower number of wavelengths is enough
to achieve high accuracy levels and the use of the entire spectrum can result in a
waste of resources. Moreover, the graph shows that a random forest model using
the intensity data of two wavelengths have enough information to achieve a mean
accuracy of almost 84.44%. This accuracy increases drastically to 90.75% with the
addition of a third wavelength.
The results serve as a guide for the development of multispectral LiDAR systems

with focus on material classification, since they show that increasing the amount of
spectral data not necessarily increases the amount of information required for the
material classification. Therefore, LiDAR systems may not depend on the use of
hyperspectral resolution to be able to achieve high classification accuracy. This can
decrease the cost of development of their new generations, by the possibility of using
discrete wavelengths to acquire informative spectral data.
The highest average accuracy was achieved by the model with 99 wavelengths,

and its value was 96.94%. However, the results show a fluctuation in the averages
introduced by the randomness of the bagging technique. Hence, to achieve a more
detailed analysis of the performance of these models, their memory usage were also
addressed and the results are shown in Figure 7.12(a).
The outcome shows that the memory increases for models with lower number of

wavelengths, which opposes the results obtained by the raw random forest model
where the number of trees directly influenced the memory storage size. Since the
number of trees inside of the wrapped random forest was defined to be 46, the results
indicate that the model trains deeper trees to be able to perform the classification of
the materials with lower spectral resolution. Consequently, deeper random forests
are created occupying more memory space. To verify this hypothesis the depth of
the trees were evaluated. One way to calculate the depth of the model is by summing
the amount of edges inside a tree, as deeper trees have more edges and nodes. Scikit-
learn counts with an implementation that calculates the biggest distance from the
root to the leaves of each tree inside the random forest model [41]. Therefore, the
average of the depth of the trees was computed as a metric to address the overall
depth of the model, given that all models had the same amount of estimators. The
average depth of the trees for each model is presented in Figure 7.12(b).
As can be seen in the Figure 7.12, the depth of the random forests are directly

related to the memory usage of the model, confirming the hypothesis that models
with lower spectral resolution need to train deeper trees to be able to perform a
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(a) Relation between model’s memory size and number of features selected.

(b) Average depth of the trees inside each model.

Figure 7.12: Memory and depth comparison of the RF-RFE models.

high accurate classification.
Finally, the wavelengths selected by each RF-RFE model were evaluated simi-

larly to the evaluation procedure presented in the L1-regularized logistic regression.
Therefore, the histogram of the wavelengths selected by the 100 models was created
and is presented in Figure 7.13. The histogram shows that some regions of the
spectrum were not used by the algorithm during the classification tasks. On the
other hand, some of the wavelengths were used by distinct versions, demonstrating
the high interest of the algorithm in these wavelengths.
Considering the same analysis performed for the L1-regularized logistic regression

model, the wavelength selection capabilities were evaluated for a maximum of 10
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Figure 7.13: Histogram of the wavelength selected by 100 models of RF-RFE.

wavelengths. Hence, the values selected by these 10 models were plotted in a graph to
allow the visualization of their position into the spectrum. Finally, the requirements
of the hardware were considered for the selection of one model. The resulting graph
is shown in Figure 7.14. The vertical axis presents the number of features selected
by each version of the model, while the horizontal axis presents the position of these
features in the spectrum.
It can be observed in the results that some of the models selected wavelengths

in adjacent spectral positions. These wavelengths are difficult to be measured by
a LiDAR system given the necessity of the use of laser emission in very narrow
bandwidths, which increases the costs of development. Therefore, while selecting
the model, the physical characteristics of the multispectral LiDAR hardware and
its limitations during the light emission needed to be considered. Consequently, the
model with 5 wavelengths was selected, since it maintained a high spectral distance
between the wavelengths utilized. This model achieved an accuracy of 93.75% in the
test set, occupied 0.72 MB in memory, and took 62.49 ms to classify one spectral
sample.

7.3 Classification Model Comparison

To evaluate the performance of the models examined in the previous sections, they
were compared based on several criteria, including the number of wavelengths uti-
lized, the accuracy on the test set, time required to predict one spectral sample, and
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Figure 7.14: Spectral position of the wavelengths selected by 9 versions of RF-RFE.

size occupied in memory. The summary of these results for the four models are pre-
sented in Table 7.1. The first two rows of the table show the models that achieved
the highest accuracy when all the spectral resolution was available for classification.
These models are the optimized versions of L1-regularized logistic regression and
the random forest with 46 estimators. Since they were allowed to utilize the entire
spectral resolution of the dataset, their performance was considered the benchmark
for the comparison.
The last two rows of the table expose the results of the models selected after the ap-

plication of the feature selection techniques. These models were chosen considering
their performance in accuracy while bearing the requirements for the development
of a practical multispectral LiDAR hardware.
The table gives an overview about the potential of the feature selection techniques

in the classification of spectral data. It shows that a drastic reduction in the amount
of features does not decrease linearly the accuracy of the model. In addition, it
reinforces the conclusions of the literature regarding the application dependency in
the choice of the model. Furthermore, it shows that each version of the model has
different characteristics in accuracy, prediction time and memory size that must be
taken into consideration during model’s selection.
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Model Number of Accuracy Prediction Memory
Features in Test Time (MB)
(unit) (%) (ms)

B
e
fo
re

W
a
v
e
le
n
g
th

S
e
le
ct
io
n

L1-Regularized
Logistic 736 95.75 1.12 11.29

Regression
Optimized
Random 694 97.75 46.85 0.48
Forest
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n

L1-Regularized
Logistic 6 65.25 1.04 0.02

Regression
Random
Forest 5 93.75 62.49 0.72

with RFE

Table 7.1: Comparison of the performance of the selected algorithms.

Comparing the two versions of the L1-regularized logistic regression, it is possible
to observe that reducing the amount of features in 99.2% results in a decrease in
accuracy of 30.5%. In addition, the prediction time was reduced in 0.08 ms due to
the lower amount of calculations needed, and the memory storage size of the model
was decreased in 11.27 MB. These reductions in memory size and processing speed
support the importance of the application of feature selection for model optimization.
Similarly, comparing both versions of the random forest algorithm results in a

reduction of 99.28% in the amount of features which only degraded 4% of the ac-
curacy of the model. Yet, the memory size of the model increased in 0.24 MB and
the prediction took 16.09 ms longer, due to the model’s necessity to create deeper
trees to compensate the performance in accuracy when a lower amount of data is
available.
When comparing the versions of the models presented in the first two rows of the

table, it is possible to observe that the optimized version of the random forest had
an advantage of 2% in accuracy over the logistic regression. Moreover, the random
forest did not used all the wavelengths to achieve 97.75% accuracy, even if no lim-
itations in the amount of spectral data were imposed. However, the L1-regularized
logistic regression performed a prediction 41.83 times faster than the optimized
random forest model. This characteristic can take a crucial role for safety critical
applications, where the classification must be performed within a strict deadline.
The results are reinforced by the comparison of the models presented in the last

two rows of the table. The random forest achieved an accuracy of 30.4% higher than
the accuracy of the L1-regularized logistic regression using one feature less. On the
other hand, it also occupied extra 0.7 MB and took 60 times longer to perform the
prediction of a single spectral sample than the logistic regression model.
To select one model for the evaluation in the LiDAR demonstrator, their perfor-
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Figure 7.15: Comparison between random forest and L1-regularized logistic regres-
sion.

mance in feature selection while maintaining a high accuracy were considered. It
is perceptible in Table 7.1 that the random forest achieved higher accuracy than
the L1-regularized logistic regression in both scenarios. This behavior was observed
again during the comparison of all the models created, which is presented in Figure
7.15.
The results evidence the superior performance of the random forest model over the

L1-regularized logistic regression, achieving a higher accuracy in test independently
of the number of wavelengths used by the model. This occurs given the possibility to
create models with deeper trees in random forest, which overcomes the capabilities
of the logistic regression when the amount of features is limited. However, the
high accuracy is maintained by the cost of higher memory consumption and lower
prediction speed.
Since the goal of this work is to choose one version of the model with high accuracy

for a practical application, the model presented in the last row of Table 7.1 was
selected to be tested in the multispectral LiDAR demonstrator.

7.4 Multispectral LiDAR Demonstrator

This section discusses the results obtained by the evaluation of the classification
model in measurements performed with the multispectral LiDAR demonstrator pre-
sented in Section 5.3. The experiments were structured into three primary phases.
First, a high resolution spectrum of a single point from a target sample surface
was measured to analyze the comparability of the entire spectrum with the data of
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the dataset. Afterwards, a grid with 5x5 points were measured with the selected
wavelengths to evaluate the repeatability of the spectrum at different positions on
the same sample’s surface. In the end, the point cloud of a scenario created with
different materials samples was acquired, and the performance of the classification
was discussed.

7.4.1 Single Point Spectrum

The evaluation of the capabilities of the classification model in the multispectral
LiDAR demonstrator started with the analysis of the differences in the spectrum
obtained by the prototype in relation to the data acquired by the FT-IR spectrom-
eter. Therefore, the reference sample presented in Figure 6.2 was placed in front
of the moving mirror, and 1000 equidistant spectral points were measured. After-
wards, the reference was changed to the organic sample 1 presented in Figure 6.1,
and the procedure was repeated. To decrease the influence of the effects of the light
source in the result, the spectrum acquired for the organic sample was divided by
the spectrum of the reference sample. This resulted in the a reflectance for the
sample measured that was comparable with the reflectance spectrum obtained by
the FT-IR spectrometer.

Figure 7.16: Spectral reflectance comparison between the multispectral LiDAR
demonstrator and the FT-IR spectrometer for an organic sample cen-
tered at zero.

Figure 7.16 shows a comparison between the reflectance obtained by the multi-
spectral LiDAR demonstrator, in red, and the average, in black, and the standard
deviation, in blue, of 100 measurements performed by the FT-IR spectrometer. To
facilitate the comparison, the mean of the spectral fingerprints was removed. Even
though their measurements have different resolutions, this analysis gave a general
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overview of the behavior of the spectral fingerprints with amplitudes around zero.
This removed the effect of the different amplitudes and exposed the spikes present
in the data measured by the demonstrator.
Since the classification model was trained in the calibrated commercially available

FT-IR spectrometer, the spectrum acquired by this equipment was considered a
benchmark to be achieved by the measurements of the demonstrator. In this case,
similar performance in accuracy in the data acquired by the demonstrator could
be obtained. Hence, to better understand the influences of the system that were
leading to the deviation in the spectral measurements, different parameters of the
prototype were analyzed.
During the measurement, it was observed an elevated heating of the laser system.

So, the analysis started with the influence of the heating of the laser during the
emission process. Therefore, the equipment was configured to measure a specific
point at the reference sample’s surface at 1450 nm during 1000 cycles. Each cycle
corresponds to the time between a trigger sent to the emission of the laser pulse and
the acquisition of the reflected light by the Andor spectrometer, which took 200 ms
in total. The results are presented in Figure 7.17.

Figure 7.17: Time for stabilization of the amplitude measurement of a single wave-
length.

From the results, it is possible to observe that the system took approximately
75 seconds to stabilize, and a previous heating of the laser was necessary to obtain
more reliable data. In addition, the results also have shown a noise around the
stabilized amplitude. This noise can mislead the algorithm during the classification,
however, the amplitude of the noise was not enough to cause the fluctuations pre-
sented in Figure 7.16. A further investigation was performed on the exposure time
of the Andor spectrometer. The spectrometer allows the configuration of different
parameters which can optimize the performance of the prototype. The exposure
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time corresponds to the period that the spectrometer sensor counts the amount of
photons received. A higher exposure time represents a higher amplitude, however
the amount of noise acquired by the sensor is also higher.
In addition, the exposure time is directly related to the amount of time needed

to perform the amplitude measurement of a single wavelength. Hence, it strongly
influences the period necessary for the acquisition of the entire multispectral point
cloud. For instance, to acquire a point cloud with 101 x 101 points, measuring 5
wavelengths at each point using an exposure time of 1 second, would require 51005
seconds, or approximately 14 hours to be completed, without considering the time
needed for moving the moving mirror and triggering the acquisition equipment.
Therefore, the exposure time of 100 ms was used in the analysis of the experiments
performed in this work, given the balance between lower noise, and faster acquisition.
An optimization of the exposure time and its relation to the accuracy of the models
is subject to further investigation.
Another important aspect that is characteristic of practical laser systems is the

emission bandwidth. As stated in Chapter 2.2, a practical laser emits light that is
collimated and in phase in a narrow bandwidth centered in a specific wavelength.
This emission pattern is different from the light emitted by the tungsten light source
of the FT-IR spectrometer, which is dispersed in all directions and has a broad band-
width. The possible effects of this difference in emission were analyzed through the
simulation of the emission patterns of the laser. Therefore, the subset of wave-
lengths selected by the model chosen in Section 7.3 were considered. This model
used 5 wavelengths at 1301.91 nm, 1399.67 nm, 1412.65 nm, 1448.18 nm, and 1492.4
nm. In a practical multispectral system, these wavelengths should correspond to the
central emission of the spectral waveform of each monochromatic laser.
Since the spectral fingerprint of a laser system can be approximated by a Gaussian

function, with a central wavelength and an emission bandwidth, corresponding to
the FWHM of the system [31]. These emission patterns were simulated considering
the central wavelengths of the selected model and 10 nm of FWHM of the laser
system, which is an approximation of the value measured in the multispectral LiDAR
demonstrator. The simulated emission pattern of the multispectral LiDAR with the
5 wavelengths selected is shown in Figure 7.18 .
The measurement principle of the amplitude of the light reflected by the target in

a LiDAR system is also different from the FT-IR spectrometer. The first measures
the light reflected in the entire narrow bandwidth of the waveform emitted, by inte-
grating the spectrum of the reflected light, to compute the amplitude of the central
wavelength. On the other hand, the FT-IR spectrometer measures the spectrum by
changing the length of the light path and calculating the Fourier Transform of the
interferogram [55], resulting in a more precise spectral measurement given its higher
resolution.
Since the resolution of the two spectral acquisition techniques is different, the

simulation was performed to analyze the influence of the bandwidth, using a perfect
gaussian shaped light emission of a laser source, in the spectral fingerprint of the
sample under analysis. The reflected light acquired by a LiDAR system corresponds
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Figure 7.18: Simplified simulated spectral emission of a multispectral LiDAR.

to the waveform characteristics of the laser emission convoluted with the spectral
characteristics of the target response with the addition of the system noise [17].
For the sake of simplicity, the simulation considered the target response as the

spectral fingerprint of the sample acquired using the high resolution measurement
of the spectrometer. In a real scenario, there is the influence of other factors and
physical phenomena that are challenging to simulate, such as the width of the laser
beam, the optical aperture of the detector, the shape and distance of the scatters
present in the sample’s surface area illuminated by the laser beam, the noise of the
system and atmospheric transmission factors [17]. The experiment conducted aimed
to evaluate the influence of a narrow bandwidth in the shape of the spectrum in the
ideal case without considering the influence of these parameters.
It started with the selection of one spectral sample, which was convoluted with

the emission spectrum waveform of one laser source centralized at the selected wave-
lengths. Since the spectrum is in the frequency domain, the convolution of both
spectral waves is calculated through the multiplication of their spectrum. After-
wards, the convoluted signal is integrated. The value of the integration represents
the intensity of the light reflected to the LiDAR system at the central wavelength
of the laser emission. An example of the steps performed during the simulation of
the spectral LiDAR measurements at 1301.91 nm for an organic sample is detailed
in Figure 7.19.
The steps are repeated for all the 5 wavelengths selected, using the simulated

waveforms presented in Figure 7.18. Finally, the resulting spectral fingerprint is
normalized for zero mean and standard deviation, and a comparison with the nor-
malized spectrum measured by the spectrometer is performed. The results are shown
in Figure 7.20.
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Figure 7.19: Schematic diagram with an example of the simulation of one LiDAR
measurement.
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Figure 7.20: Comparison between the simulated multispectral LiDAR measurement
and the spectrometer measurement.

Even though the graphs do not correspond to an accurate representation of the
real spectrum measured by the prototype, and the normalization comparison is
not fair given the differences in spectral resolution. These results showed a visual
comprehension of the influence of the bandwidth in the spectral data.
From the graph a slight difference between the spectrum measured by the spec-

trometer and the results simulated considering the bandwidth of the laser emission
can be observed. The reason for the difference lies on the convolution of the sample
spectrum with the spectral waveform of the laser. This convolution filters the spec-
trum, smoothing the waveform. Hence, it modifies the original spectral fingerprint
of the sample and the intensity values expected as input by the algorithm. This can
cause higher classification errors.
During the experiments in the multispectral LiDAR prototype, the influence of

the physical characteristics of the system were observed. The detector used by the
demonstrator measures the intensity of light acquired in a row of pixels. Therefore,
the signal measured by this detector represents the intensity distribution of the light
in the beam. For a laser beam, the ideal intensity distribution at the beam should
have the shape of a Gaussian function [31]. Hence, a mirror was positioned in front
of the moving mirror to redirect the laser beam to the detector. The result for the
intensity distribution at the laser beam during the emission at 1301.9 nm is shown
in Figure 7.21.
As can be seen in the graph, the shape of the intensity of light distribution at the

laser beam is distorted from the ideal Gaussian waveform. This distortion comes
from the imperfections of the optical components of the system, such as the optical
fibers, mirrors, and beam splitters, that introduce losses and reflections to the entire
optical path. Even though the intensity distribution of light was distorted, the
overall waveform is very similar to the optimal Gaussian shape. Therefore, the
analysis was repeated with a sample of ceramic to observe the behavior of the light
intensity pattern in the reflected signal.
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Figure 7.21: Laser beam intensity distribution acquired by the iDUS InGaAS detec-
tor.

For this analysis, the mirror was removed, and the ceramic reference sample was
placed 10 cm in front of the moving mirror. Afterwards, a single point was mea-
sured in the 5 wavelengths selected. The pattern of the intensity distribution of the
reflected beam for two wavelengths is shown in Figure 7.22.

Figure 7.22: Reflected beam intensity distribution acquired by the iDUS InGaAS
detector.

In the graph, strong variations in the peak of the signal acquired by the detector
can be noted. These variations were observed to be mainly caused by interference
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patterns coming from the sample’s surface added to the noise present in the system.
This assumption was performed given the repeatability of the results, which vary
depending on the wavelength. Since the laser beam illuminates an area of the
sample’s surface, the roughness of the surface and the distribution of the substances
in the material may cause spatial interference in the light reflected. An effect known
to cause interference in LiDAR measurements is called speckle. The main cause of
this effect comes from the roughness of the sample surface that changes the phase of
the coherent light emitted by the laser, causing a disturbance in the reflected light
[53]. This may have been the main cause of the variations shown in the comparison
of Figure 7.16, since there are no disturbances in the spectrum acquired by the
FT-IR spectrometer, which uses a tungsten light source that emits incoherent light.
However, a detailed investigation of the sources of the variations presented is subject
to further studies.
Following the evaluation of the factors that contribute to the influences observed

in the spectral measurement, the first experiment, in which the results are described
in Figure 7.16, was repeated considering the parameters analyzed in the presented
results. Therefore the reference sample was positioned 10 cm in front of the moving
mirror, and a measurement was carried out by pre heating the laser system, and us-
ing an exposure time of 100 ms. In addition, it was observed that averaging multiple
spectral measurements decreased the noise of the spectrum. Hence, one point of the
sample was measured 10 times using a high resolution spectral acquisition of 1000
wavelengths. This procedure was repeated for the organic sample and the resulting
reflectance was compared with the results obtained by the FT-IR spectrometer. The
comparison is shown without the mean of the waveforms in Figure 7.23.
The results show that the heating of the laser system before the acquisition pro-

cess and the use of averaging increase the comparability of the spectral data. In
addition, the variations are still present in the spectrum acquired, which reinforces
the hypothesis that they come from the spatial characteristics of the sample. Fur-
thermore, the experiment has shown that the spectrum can benefit from fine-tuning
the parameters of the system, such as the exposure time, the laser power, and the
aperture of the detector.

7.4.2 Grid Spectrum

A following evaluation was performed to verify the influence of the spatial position of
the sample’s surface on the spectral data. Therefore, the ceramic sample was placed
in front of the moving mirror at a distance of 10 cm. The five wavelengths selected
by the model elected in Section 7.3 were measured 300 times, at a fixed position, to
generate an averaged reference spectrum. Subsequently, the reference sample was
changed for the organic sample 1, and a grid pattern of 5 x 5 points was measured on
the surface of the sample using the same wavelengths previously described. These
wavelengths were measured 3 times to allow the average of the spectrum at each
measured point. Hence, each position at the surface of the sample was measured
3 times with the 5 wavelengths selected, generating 3 similar multispectral point

83



7 Results

Figure 7.23: Spectral reflectance comparison between the multispectral LiDAR
demonstrator and the FT-IR spectrometer for an organic sample cen-
tered at zero.

clouds using the spectral acquisition mode of the prototype. The experiments were
performed by heating the laser system before the spectral acquisition of each sample
and using an exposure time of 100 ms.
The reflectance was calculated by dividing the spectrum of the organic sample by

the reference sample. To evaluate the influence of the average in the spectral results,
the 3 measurements of the spectrum at a single point at the same position on the
sample’s surface was compared. The results are shown in Figure 7.24
The results have shown a high repeatability of the spectrum measured at the same

position of the sample. Hence, the 3 measurements of the spectrum were averaged
for each point. A following analysis of the variations of the measurements over the
surface of the sample was performed. Therefore, the reflectance of 3 neighbor points
of the acquired point cloud were compared, the results are shown in Figure 7.25.
The experiments have exposed a strong dependence of the reflectance measure-

ments on the surface of the sample. Comparing the spectrum acquired at different
points, the results were varied not only in amplitude but also in the waveform of the
spectral fingerprint. These results reinforce the hypothesis that interference effects
coming from the roughness of the sample’s surface, such as the speckle and the vari-
ations observed in Figures 7.16 and 7.22, affect directly the spectrum measurements.
In addition, the angle of incidence of the laser beam on the surface of the sample
can also contribute to the variations observed.
One technique that can reduce the effects of these fluctuations is the average of

the spectrum from neighboring points. This assumption was evaluated by averaging
the amplitude of each wavelength from all the points of the 5 x 5 grid measured.

84



7 Results

Figure 7.24: Reflectance at a fixed position on the surface of the organic sample for
3 repeated measurements.

Figure 7.25: Reflectance at different positions on the surface of the organic sample.

The resulting averaged reflectance was compared to the spectrum measured by the
FT-IR microscope for the sample of organic. The final comparison is shown without
the mean in Figure 7.26. The black line represents the mean and the blue cloud the
standard deviation of the spectrum measured with the FT-IR spectrometer centered
at zero. The red dots represent the mean, and the vertical gray lines the standard
deviation of the measurements of the spectrum in the grid of 5x5 points by the
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multispectral LiDAR demonstrator, centered at zero for comparison.

Figure 7.26: Comparison between the spectrum measured by the FT-IR spectrome-
ter and the averaged spectrum of 5x5 points measured by the prototype
centered at zero.

The graph has shown that averaging the spectrum between neighbor points is a
promising approach to decrease the effects of the interference caused by the surface
of the sample. However, the improvement obtained in the spectral waveform by
the evaluations presented in this Section was analyzed in an organic sample with
a flat surface, optically dense, and with high reflectivity in the SWIR region of
the spectrum. During the experiments, it was observed that the spectrum of other
materials that have lower reflectivity in this region or are not optically dense suffer
strong deformations that modifies entirely their fingerprint waveform, such as the
fabrics that are composed of intertwined fibers.

7.4.3 Multispectral Point Cloud

After the analysis of the behavior of the spectral data acquired by the multispectral
LiDAR demonstrator, the scenario described in Section 6.5 was created at 45 cm of
the moving mirror. Before the acquisition of the point cloud of the scene, the laser
system was heated and the demonstrator was configured to use an exposure time
of 100 ms and 60% of the maximum laser power. Hence, the reference sample was
positioned in front of the scenario at 40 cm of the moving mirror, and a reference
spectrum for the subset of the 5 wavelengths was measured 4 times at a single
position to generate an averaged reference.
In a second step, the reference sample was removed from the scenario, and the

laser system was heated again using the same previous configuration. Afterwards,
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an image of 101 x 101 points was generated, with the subset of 5 wavelengths mea-
sured at each point. Following the acquisition of the spectral data, the spectrum
of each spatial point measured was divided by the reference spectrum to obtain the
reflectance data of the scenario. Figure 7.27 shows the comparison between the
scenario created in the visible light, and the reflectance data measured by the mul-
tispectral LiDAR demonstrator in the SWIR at 1301.91 nm. For the visualization,
an intensity color scheme was applied.

(a) Visible image of the scenario. (b) 2D SWIR multispectral point cloud mea-
sured.

Figure 7.27: Comparison between the scenario created and the 2-dimensions of the
SWIR multispectral point cloud acquired at 1301.91 nm.

Following the acquisition of the spectral data, the distance mode of the prototype
was configured and the ToF measurements were acquired for the generation of the
3D multispectral point cloud. Afterwards, a copy of the results presented in Figure
7.27(b) was modified using a standard image editing software, and a color mapping
was created to represent each material of the scenario. This annotated image was
used as ground truth for the classification analysis. Then, the spectrum of each
spatial point of the point cloud was normalized and classified using the algorithm
selected in Section 7.3. The classification results at each point were compared with
the material of the corresponding pixel at the annotated image to compute the miss
classification rate. Subsequently, the accuracy of the model in the entire image was
computed, by dividing the number of correct predictions by the total number of
predictions on the image, and a color mapping was created to represent the classes
of materials in 4 different colors.
The classified 3D point cloud of the scenario is shown in Figure 7.28, where the

class predicted for each point of the multispectral point cloud is represented by its
respective color. The accuracy computed for this scenario, dividing the number of
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correct predicted points by the total number of predicted points, was 78.43%. This
result was obtained without the utilization of the average of neighbor points.

Figure 7.28: Front view of the classified multispectral 3D point cloud of the scenario.

The results have shown that the approach adopted in this work is promising for
the identification of materials in multispectral LiDAR point clouds. From the image
presented in the Figure, it is possible to observe that the classification model us-
ing the amplitude of 5 selected wavelengths could visually distinguish objects with
different spectral fingerprints. However, it is also possible to observe the influence
of the spectral variations in the classification, which appears as noise in the image,
and the confusion made by the algorithm during the classification of the fabrics and
organics classes. The fabric sample used in this scenario was a segment of leather
commonly found in clothes, enumerated with the number 1 in Figure 6.1(b). It was
glued on top of a plastic sample, and the result demonstrated that the algorithm
was capable of distinguishing between the spectrum fingerprints of the two samples.
However, since leather is also an organic material, the fluctuations of the spectral
data may have led the algorithm to misclassify the sample. In addition, the exper-
iments have shown that the samples selected for the fabric class are challenging to
distinguish, given their low reflectivity and optical density, which may have interac-
tion properties with the collimated laser beam different from a highly reflective flat
surface. An investigation of these interactions can be a subject for further studies.
The performance in the classification of the model should also benefit from a more
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distinctive choice of the spectral fingerprints of the samples for each class. For in-
stance, using synthetic samples with defined substance compositions or evaluating
the model in different regions of the spectrum.
A final evaluation was performed by averaging the spectrum acquired between

the neighboring spatial points, given the possible contributions for the decrease
in the fluctuations of the data as discussed in Section 7.4.2. Therefore a moving
average was performed in each wavelength of the spectrum acquired using a grid of
4 x 4 neighbor points. Hence, the resulting average multispectral point cloud was
classified again and the results are presented in Figure 7.29. For better visualization
of the 3D measurements capabilities in distance measurements of the multispectral
LiDAR demonstrator, Figure 7.30 shows a rotated view of the classified scenario,
and the miss classification rate of the model is presented in Figure 7.31, where the
correct classified points are shown in green and the misclassified points in red.

Figure 7.29: Front view of the classified multispectral 3D point cloud of the scenario
after spectral average.

The accuracy of the classification in the scenario was increased to 84.77% using the
moving average of the spectrum. These results show a promising combination of the
use of image processing techniques for the classification of materials in multispectral
LiDAR point clouds.
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Figure 7.30: Rotated view of the classified multispectral 3D point cloud of the sce-
nario after spectral average.

Figure 7.31: Rotated view of the miss classification of the classified 3D point cloud
scenario.
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8.1 Conclusion

The classification of materials using spectral information from multispectral LiDAR
sensors is a complex and challenging task. Many factors interfere in the develop-
ment of hardware and software for the large scale deployment of these systems, and
ongoing and future research is still necessary for the entire understanding of the
behavior of these sensors.
This work has addressed some of the challenges by evaluating the feasibility of

using a commercially available FT-IR spectrometer to create a spectral dataset of
target materials, and analyzing the performance of machine learning models before
the availability of the multispectral LiDAR hardware. This approach has shown
promising results in helping to isolate and demystify the behaviors of the system.
In this work, a dataset with the spectrum of four classes of materials commonly

found in urban environments in the SWIR region was created, and a comparison of
their spectral fingerprints was presented. In addition, the importance of normalizing
the spectrum for zero mean and unity variance, before the training of the models,
to avoid the influence of the offset was exposed. Then, a detailed comparison of L1-
regularized logistic regression and random forest was performed without wavelength
selection.
After, the comparison of the feature selection capabilities of both models was per-

formed. Therefore, the random forest was first optimized for different forest sizes.
The results have shown the instability of the feature importance of the random
forest for different forest sizes and the increase in memory storage for models with
large forests. Subsequently, the forest with the smallest size to achieve a high accu-
racy after comparison was placed inside the recursive feature elimination wrapper
for the automatic feature selection. Hence, a comparison of the accuracy of 100
versions of the models using a maximum number of 100 wavelengths was performed.
The random forest presented the highest accuracy independently of the number of
wavelengths used, and one version of each model was selected for a detailed com-
parison considering the demonstrator characteristics. The results have shown that
the selected model of the random forest achieved an accuracy 30.4% higher than
the selected model of the L1-normalized logistic regression, with the drawback of
performing a prediction 60 times slower and occupying extra an 0.7 MB in storage
memory.
After the analysis, the optimized version of the random forest with 5 wavelengths

was selected to be tested in the multispectral LiDAR demonstrator. The evaluation
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started by comparing the spectral data measured by the demonstrator, in a single
point, with the data measured with the FT-IR spectrometer. A variation pattern
was observed in the prototype’s data, and a simulation of the behavior the the laser
bandwidth was performed to better understand the effects. The results have shown
the influences of the parameters of the demonstrator on the quality of the spectral
data, and reinforced that an optimization of the data acquired by the demonstra-
tor improves the performance of the classification. In addition, an analysis of the
spectrum at different points on the surface of the sample was performed, where the
influence of the roughness of the sample in the spectral data was exposed. Further-
more, the averaging of the spectrum between close points has shown to be promising
in reducing spectral variations.
Finally, an example scenario was created and the multispectral point cloud was

acquired and classified by the selected model, which predicted 78.43% of the points
correctly. The results were further improved to 84.77% by averaging the spectrum
between neighboring points, proving that the use of image processing techniques
can be a promising approach to improve the classification of materials. However,
the results obtained in this study are valid for the materials selected and inside
the spectral range considered. Further investigation is still necessary to understand
the confusion of the system between organic and fabric samples and the effects of
different regions of the spectrum that could not be measured with the demonstrator.
Meanwhile, the results have shown that the system may benefit from materials with
high reflectivity in the region analyzed and optically dense.

8.2 Future Work

There are many challenges that have to be solved for the practical implementation
of multispectral LiDAR systems, mainly in the embedded systems domain. Future
works may address the behavior of the interactions of the laser beam with materi-
als that are not optically dense, such as fabrics with intertwined fibers, and their
influence in the reflected light acquired by the detector. Others can evaluate the
influence of materials with a mix of substances, such as rocks, in the balance of the
dataset.
For real world scenarios, it is also important that the algorithms consider the back-

ground or utilize attention based mechanisms to avoid its classification. In addition,
further studies may benefit from the use of materials with known concentrations
of substances to address micro classes, such as identifying different types of plastic
inside the class plastics for recycling applications.
Since this work only evaluated the classification performance using subsets of sin-

gle wavelengths, further studies should investigate the behavior of the models using
groups of wavelengths, and wavelets, or analyze the influence of single wavelengths
inside the same bandwidth of the laser.
Another possible topic of evaluation is the influence of other image processing

techniques to improve the quality of the spectrum. In this work the average of
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neighboring points was performed without optimization. Further, studies can evalu-
ate this influence for different numbers of points in the average and different filtering
techniques.
The use of macro classes also opens the opportunity for studies in the field of

reconfigurable systems, that use tunnable optical filters to optimize the classification
during the interaction with different environments. In addition, a comparison with
other machine learning techniques, such as neural networks with L1-regularization,
can be performed. Therefore, an increase in the dataset size is necessary.
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