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Abstract

The object of this paper is threefold. First, we investigate in a Hilbert space set-
ting the utility of approximate source conditions in the method of Tikhonov-Phillips
regularization for linear ill-posed operator equations. We introduce distance func-
tions measuring the violation of canonical source conditions and derive convergence
rates for regularized solutions based on those functions. Moreover, such distance
functions are verified for simple multiplication operators in L2(0,1). The second
aim of this paper is to emphasize that multiplication operators play some interest-
ing role in inverse problem theory. In this context, we give examples of nonlinear
inverse problems in natural sciences and stochastic finance that can be written as
nonlinear operator equations in L?(0,1), for which the forward operator is a compo-
sition of a linear integration operator and a nonlinear superposition operator. The
Fréchet derivative of such a forward operator is a composition of a compact integra-
tion and a non-compact multiplication operator. If the multiplier function defining
the multiplication operator has zeros, then for the linearization an additional ill-
posedness factor arises. By considering the structure of canonical source conditions
for the linearized problem it could be expected that different decay rates of multi-
plier functions near a zero, for example the decay as a power or as an exponential
function, would lead to completely different ill-posedness situations. As third we
apply the results on approximate source conditions to such composite linear prob-
lems in L2(0,1) and indicate that only integrals of multiplier functions and not the
specific character of the decay of multiplier functions in a neighborhood of a zero
determine the convergence behavior of regularized solutions.
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1 Introduction

Let X and Y be infinite dimensional Hilbert spaces, where || - || denotes the generic norm
in both spaces. We are going to study linear operator equations
Ax =y (xeX, yey) (1)

with bounded linear operators A : X — Y which are assumed to be injective with a
non-closed range R(A). This implies an unbounded inverse A™' : R(A) C Y — X and
leads to ill-posed equations (1). Moreover, we consider nonlinear inverse problems written
as operator equations

F(z) =y (xeD(F)CX, yeyY), (2)

where the nonlinear forward operator F': D(F) C X — Y has a closed, convex domain
and is assumed to be continuous. If I’ is smoothing enough, in particular if F'is compact
and weakly closed, then local ill-posedness of equations (2) at the solution point o € D(F)
in the sense of [19, definition 2| arises. If the nonlinear operator F is differentiable at
the point zy and F’(xq) expresses the corresponding Fréchet or Gateaux derivative, then
linearizations of the nonlinear operator equation (2) at the point x are linear operator
equations of the form (1) with A = F’(zg). Then the ill-posedness of the nonlinear
problem (2) carries over to the linearized problem (1) and a regularization is required for
the stable approximate solution of such problems. We focus here on the Tikhonov-Phillips
regularization method.

In section 2 we investigate the approaches of general source conditions and approximate
source conditions and their interplay for obtaining convergence rates in Tikhonov-Phillips
regularization of linear equations (1). The first approach is widely discussed in the recent
literature on linear ill-posed problems. For the second approach we introduce distance
functions d(R) measuring the violation of canonical source conditions on balls with radius
R. In detail we study three types of decay rates of d(R) — oo as R — oo and corre-
sponding convergence rates in regularization. Moreover, we apply the results of section 2
in section 3 to pure multiplication operators M mapping in X =Y = L?(0, 1) defined as

[M ] (t) = m(t) z(t) 0<t<1) (3)
with appropriate multiplier functions m.

Section 4 presents three examples of inverse problems from natural sciences and
stochastic finance that lead to ill-posed nonlinear equations (2) with composite nonlinear
forward operators F' = N o J mapping in L?(0,1), where N is a nonlinear Nemytskii
operator and .J defined as

[Jz](s) = /x(t) dt (0<s<1) (4)

is the simple integration operator which is compact in L?(0,1). In all three examples we
have derivatives F'(zq) = B for 2y € D(F'), where B = Mo.J is a compact composite linear
operator mapping in L?(0,1). If the multiplier functions m defining the multiplication
operator (3) have essential zeros, then an additional ill-posedness factor occurs. In this
context, a study on the influence of varying multiplier functions m in section 5 is based
on the distance functions d(R) and completes the paper.
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2 General and approximate source conditions for con-
vergence rates in Tikhonov-Phillips regularization

We begin our studies with the consideration of ill-posed linear operator equations (1), for
which the stable approximate solution requires regularization methods. A standard regu-
larization approach is the classical Tikhonov-Phillips method (see, e.g., [3], |5, chapter 6],
|7, chapter 5], [9], [23], [24], [26] and [36]), where regularized solutions z, depending on a
regularization parameter o > () are obtained by solving the extremal problem

|Az —y||*+ a|z||* — min, subject to x € X. (5)

Let 2y € X be the solution of equation (1), which is uniquely determined for the perfect
right-hand side y = Azy € Y because of the injectivity of A. Instead of y we assume to
know the noisy data element 3° € Y with noise level § > 0 and

ly* =yl <.
We will distinguish regularized solutions
To = (AA+al) " Ay = A" (AA +al) 'y (6)
in the case of noiseless data and
1) = (A*A+al) 't A%y

in the case of noisy data that represent the uniquely determined minimizers of the extremal
problem (5) for the elements y and y°, respectively.

In the sequel we call the noiseless error function
fla) = ||za — zo] = o (A"A+al)" m| (a>0) (7)

profile function for fixed A and zy. In combination with the noise level § this function
determines the total regularization error of Tikhonov-Phillips regularization

e(a) = oy —aol| < e —aoll + |25 — zall = fle) + [ (A"A+al) " A (5" —y)l| (8)
with the estimate 5
NG
The inequality (9) is a consequence of the spectral inequality || (A*A + o)~ A*|| < ﬁ

following from HL)(‘I < ﬁ for all A > 0 and a > 0 in the sense of |7, p.45, formula (2.48)].

e(@) < fla)+

(9)

Note that lir% f(a) =0 for all zy € X as proven by using spectral theory for general

linear regularization schemes in |7, p.72, theorem 4.1] (see also |37, p.45, theorem 5.2|),
but the decay rate of f(a) — 0 as @ — 0 depends on xy and can be arbitrarily slow (see
[34] and |7, proposition 3.11]). However, the analysis of profile functions (7) expressing
the relative smoothness of xy with respect to the operator A yields convergence rates of
regularized solutions. For a rather general discussion of this topic we refer to [6]. In this
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section we first briefly recall the standard approach for analyzing the behavior of f(«)
exploiting general source conditions imposed on zy and then we present an alternative
theoretical approach using functions d measuring how far the element x is away from the
source condition

Tog = A* Vo (UO ey, ||?J0|| < Ro) (10)

It is well-known that (10) would imply
fla)=|la(A*A+al)™ A < VaR, (11)

and with (9) for the a priori parameter choice «(d) ~ § the convergence rate
H:ci((;) —xoll = O (\/5> as 90— 0. (12)

The source condition (10) and the resulting convergence rate (12) are considered as
canonical in this paper, since the compliance of a condition (10) seems to be a caesura in
the variety of possible relative smoothness properties of xy with respect to A and plays
also some role in the regularization theory of nonlinear ill-posed operator equations (2),
where the convergence rate (12) can be obtained if A* is replaced by the adjoint F”(x)*
of the Fréchet derivative of the forward operator F' at the point zy (see |7, chapter 10]).

There are different reasons for an element xy not to satisfy the canonical source condi-
tion (10). In the literature frequently the case is mentioned where A is infinitely smoothing
and z has to be very smooth (e.g. analytic) to satisfy (10). But also for finitely smoothing
A and/or smooth zg (10) can be injured if 25 does not satisfy corresponding (e.g. bound-
ary) conditions required for all elements that belong to the range R(A*). So it is rather
natural for an element xy € X not to fulfill (10). To obtain convergence rates nevertheless,
in the recent years general source conditions

zg = p(A"A)w (we X) (13)

were used sometimes in combination with variable Hilbert scales (see, e.g., [11], [21], [22],
[27], [30], [32] and [35]). In this context, the generator functions

o) (0<t<t) with > |Al?

are assumed to be index functions as used in [29], where we call such function ¢ index
function if it is positive, continuous and strictly increasing with Pn(l) ©(t) = 0. Considera-

tions in [29] and [31] yield the following proposition.

Proposition 2.1 Provided that the indezx function ¢(t) is concave for 0 < t < t with
some positive constant t < t, then the profile function (7) satisfies an estimate

f@) = la(AA+al) oA A w| < K p(a) |uw] O<a<a) (14)
for some @ > 0 and a constant K > 1 which is one for t =t. Moreover, we have

() < Ke@ul+5=  0<a<a) (15

for the total reqularization error.



Under the assumption of proposition 2.1 we can discuss convergence rates for the
Tikhonov-Phillips regularization based on general source conditions (13). For any index
function ¢ the auxiliary function

Ot) :=Vtpt) (0<t<7)

is again an index function. The inverse function ©71, which exists in a neighborhood of
zero, is also an index function. Now, for sufficiently small 6 > 0 the a priori choice of the
regularization parameter a = a/(d) (0 < § < 6) based on the equation

Hqi_” if [|w|| > 0 is available
o) = (16)
(X9 with a fixed constant C' > 0 otherwise

is well-defined and satisfies the limit condition (lsin% a(d) = 0. The parameter choice (16)

can be rewritten as ﬁ = “‘;(—g) with a = ©71(C4). Then by formula (15) we obtain

m&a—%ns(Kmm+3L)¢@*¢m) (0<5<?)

with § = ©(@)/C and the index function ¢ o ©! characterizes the rate of convergence of
regularized solutions. In particular, if we set C'= 1/||w|| and if moreover ¢(t) is concave
for 0 < ¢t < ||A||?, then we have K =1 and the error estimate

3 _ ) = _
leko — ol < Sholle (07 () ©<b<T=e@lul)

which is the result of corollary 5 in [29]. Moreover, the following proposition can be
proven.

Proposition 2.2 Under the assumption of proposition 2.1 we have the convergence rate
Hxi((;) — 1ol = O ((p (@’1(5))) as 6—0 (17)

of Tikhonov-Phillips regularization for the a priori choice (16) of the regularization pa-
rameter .

We should remark that the concavity of ¢ in a right neighborhood of zero does not
imply the concavity of the rate function ¢ o ©~!. However, for concave and sufficiently
smooth ¢ the modified function p? o (62)! is concave in such a case. Therefore ¢ 0 O~}
is an order optimal convergence rate as the following proposition asserts.

Proposition 2.3 The rate (17) obtained for Tikhonov-Phillips regularization under the
assumption of proposition 2.1 is an order optimal convergence rate provided that (t) is
twice differentiable and In(p(t)) is concave for 0 <t < ||A|?.



Note the the assertions of the propositions 2.2 and 2.3 are direct consequences of
results formulated in [29] and [30] for a more general regularization setting.

Special case 1 (Holder convergence rates) For all parameters x with 0 < k < 1 the
index functions
o(t) =t~ (0 <t < o0) (18)

are concave, where ©(t) = t"*2, and with the a priori parameter choice «(8) ~ & =

according to (16) from (17) we have the order optimal convergence rate
Hﬁ@—%uonﬁ%) as 0. (19)

Due to the equation R(A*) = R((A*A)%) ([7, proposition 2.18|) a source condition of
type (13) with index function ¢ from (18) implies in the case x = 1 always a condition
of type (10) and vice versa. Hence, in this case the general source condition and the
canonical source condition coincide. Higher convergence rates that are not of interest in

this paper are obtained for % < k < 1, but as a consequence of the qualification one of

Tikhonov-Phillips regularization method only rates up to a saturation level O <(5 §> can

be reached (see, e.g., [9], [33]). On the other hand, weaker assumptions compared to
(10) correspond with the parameter interval 0 < x < % yielding in a natural manner also
slower convergence rates compared to (12).

Special case 2 (Logarithmic convergence rates) For all parameters p > 0 the index

functions 1

A= @y

are concave on the subinterval 0 < ¢ < ¢ = e P! (see example 1 in [29]). Moreover,
straightforward calculations show that In(p(t)) is even concave on the whole domain
0 < ¢ < L. If the operator A is scaled such that ||A||> < 2, then the propositions 2.2 and
2.3 apply. Using the a priori parameter choice

0<t<T=1/e) (20)

a(d) =codd (0<x <2) (21)

we obtain for sufficiently small § > 0 as a consequence of the estimates (9) and (14) and
with 6¢ = O (In(1/§))7?) as 6 — 0 for all ¢ > 0 and p > 0 the convergence rate

H:ci((;) — ol = O (W) as 0 —0. (22)

4

Note that the simply structured parameter choice (21) asymptotically for § — 0 overesti-
mates the values «(9) selected by solving the equation (16). Nevertheless, the convergence
rate (22) implies for the choice (21) also the order optimal rate (17) as already mentioned
in [22] and [29]. o

The results of proposition 2.2 can also be extended to non-concave index functions ¢
if an estimate (14) is shown otherwise (see also [6, proposition 3.3]). This is the case when
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@ is non-increasing for 0 < ¢ < ¢ and some ¢ > 0 or ¢ = @1 + 5 is the sum of a concave

index function ¢; and a nonnegative Lipschitz continuous function ¢ with 111% wa(t) =0

For example, every index function ¢ which is operator monotone is characterized by such
a sum (see |28] and [31] for more details).

Let us note that, for given xy € X and A, the index function ¢ satisfying a general
source condition (13) is not uniquely determined. We now present an alternative approach
that works with a distance function d. This function measuring the violation of canonical
source condition is uniquely determined for given xq and A and expresses the relative
smoothness of xy with respect to A in a unique manner. The approach is based on the
following lemma 2.4 formulated and proved in [5, theorem 6.8]. This lemma is also basic
for the results of the paper [21].

Lemma 2.4 If we introduce the distance function
d(R) := inf{||zg — A% 0| : v €Y, ||v| <R}, (23)

then we have

fla) = llza = zoll < V(d(R))? +aR? < d(R)+ VaR (24)

for alla > 0 and R > 0 as an estimate from above for the profile function of reqularized
solutions in Tikhonov-Phillips reqularization.

Evidently, for every zy € X the nonnegative distance function d(R) depending on the
radius R € [0, 00) is well-defined and non-increasing with I%im d(R) = 0 as a consequence

of the injectivity of A and R(A*) = X. Properties concerning the fact that source
conditions are valid quite general in such approximate manner were also studied in a more
general context in the recent book [4]. In the sequel let xg € X be a fixed element. The
following lemma verifies some more details concerning elements v{# € X with [0} || = R
and d(R) = |lzo — A*v1%||. Beforehand we note that d(R) > 0 for all R > 0 if 2y & R(A*).
In the case (10), however, we have d(R) = 0 for R > Ry. This case, zo € R(A*), yielding
the canonical convergence rate (12) will not be of interest in the sequel.

Lemma 2.5 Let g ¢ R(A*). Then for every R > 0 there is a uniquely determined
element v\ €'Y orthogonal to the null-space of A* with ||[v{#| = R and

d(R) = ||z — A* 010 (25)

Moreover, there is a one-to-one correspondence A\ = A\(R) between R € (0,00) and A\ €
(0,00) such that A*v1B} is a regularized solution x, according to (6) with regularization
parameter o = A(R) and

d(R) = f(MR)). (26)

Proof: The Lagrange multiplier method for solving the extremal problem

|zo — A*v||* — min, subject to ||v]|* < R? (27)
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yields for all A > 0 uniquely determined elements
vy = (AA 4+ M) " Azg = A(A*A+ ) 'z (28)
orthogonal to the null-space of A* minimizing
L(v,\) = [|zg — A*0||* + A(||v]|* = R?) — min, subject to v €Y,

where (vy, A) is a saddle point of the Lagrange functional L(v,\). Whenever a value
A > 0 satisfies the equation ||vy|| = R, then the element vy is a solution of (27). It is
well-known that for injective A and xy € R(A*) the function ¥ () = ||v,|| is continuous
and strictly decreasing for A € (0, co) with }\13%) (A) = oo and )}Ln;o 1(A) = 0. This ensures

the existence of a bijective mapping A = A(R) of the interval (0, c0) onto itself such that
loar) |l = R . Obviously, we have for all A > 0 as a consequence of the formulae (28) and

(6) the equations
Aoy = A (AA* + M) ' Azy =y,

Then by setting vi# := v, (g) we obtain (25) and (26). This completes the proof.

The decay rate of the distance function d(R) — 0 as R — oo and the decay rate of
the profile function f(a) — 0 as o — 0 both characterize the relative smoothness of xg
with respect to A. The cross-connection is clearly indicated by the equation (26), but
the required bijective function A\(R) is not known a priori. On the other hand, lemma 2.4
allows us to estimate f(«) from above by using appropriate settings R := R(«). We are
going to analyze three typical situations for the decay of the distance function d in the
following;:

Situation 1 (logarithmic type decay) If d(R) decreases to zero very slowly as R — o0,
the resulting rate for f(a) — 0 as @ — 0 is also very slow. Here, we consider the family

of distance functions
K

dR) < —r—
() < (In R)P
for some constants R > 0, K > 0 and for parameters p > 0. By setting

(R<R <) (29)

1

and taking into account that o = O (1/(In(1/a)?) as a — 0 we have from (24) and (29)

1
fla) = O((lTé)I)) as o — 0.

Then by using the a priori parameter choice (21) we obtain the same convergence rate
(22) as derived for general source conditions with index function (20) in special case 2.

Situation 2 (power type decay) If d(R) behaves as a power of R, i.e.,

d(R) < RK; (R< R < ) (30)




with parameters 0 < v < 1 and constants R > 0, K > 0, then by setting

we derive from (24) the rate
fla) = 0O <oz%) as a — 0. (31)

Note that the exponent ﬁ in (30) attains all positive values when v covers the open

interval (0, 1). If the a priori parameter choice a ~ § T s used, we find from (9)
1255 — 2ol = © (5—%) as 5 —0. (32)

For 0 < v < 1 formula (32) includes all Hélder convergence rates (19) that are slower than
the canonical rate O(v/9). This situation of power type decay rates for d(R) as R — oo
covers the subcase 0 < k < 1 of special case 1 based on source conditions zg = (A*A)" w.

O

We can also formulate a converse result for power type functions:

Proposition 2.6 Forzy & R(A*) we assume to have the rate (31) for the profile function
with some exponent 0 < v < 1. Then for the corresponding distance function d(R) we get

an inequality
K
< (R <R < 0) (33)
R

d(R)
with some constant K > 0.

Proof: We refer to lemma 2.5 and its proof. From equation (26) we have with

fla) < Kia? (34)
for sufficiently small o > 0 and some constant K; > 0 the inequality
d(R) < K (A(R))?. (35)

Now

R = loxga | = 1A (A" A+ AR) ) ]| < Al || (A*A+ A(B) 1) o] = %f@(R»

implies with (34) the estimate

AR) < —

for some constant Ky > 0. This, however, yields (33) with some constant K > 0 by taking
into account the inequality (35). g

We should remark that the hypothesis f(a) = O(a?) as & — 0 in proposition 2.6 is
valid if z, satisfies a general source condition (13) with some index function ¢(t) = t3

9



(0 < < 1) (see special case 1) and moreover that this hypothesis even implies a general

source condition (13) with ¢(t) = t7 for all 0 < n < 3 (see [33]). We also note that

the estimate (33) in proposition 2.6 is rather pessimistic, since here the decay rate of
d(R) — 0 as R — oo is slower than O(R™!) in any case.

Situation 3 (exponential type decay) Even if d(R) falls to zero exponentially, i.e.,
d(R) < K exp(—cRY) (R< R < o) (36)

for parameters ¢ > 0 and constants R > 0, K > 0 and ¢ > %, the canonical convergence
rate O(v/9) cannot be obtained on the basis of lemma 2.4. From (24) we have with

1 1/(1
R = (ln —)
«Q
the estimate

fla) < Kac+(lné>l/q\/_: O((lné)uq \/a> as o — 0,

Hence with o ~ § we derive a convergence rate

1\ Ve
1205 — ol| = O ((1115) \/c_5> as 8 —0,

which is only a little slower than O(v/9).

In the paper [21] one can find sufficient conditions for the situations 1 and 2 formulated
as range inclusions with respect to R(A*) and also examples of compact operators A that
satisfy such conditions. On the other hand, the following section presents examples for
the situations 2 and 3 in the context of non-compact multiplication operators.

3 An application to pure multiplication operators

Now we are going to apply the results of the preceding section to pure multiplication
operators. We consider operators M defined by formula (3) and mapping in X =Y =
L*(0,1) with multiplier functions m satisfying the conditions

m € L>(0,1) and  m(t) >0 a.e. on[0,1].

Such operators M are injective and continuous. They have a non-closed range R(M)
and the corresponding equation (1) is ill-posed if and only if m has essential zeros, i.e,
essinfyepym(t) = 0.

If the function m has only one essential zero located at the point ¢ = 0 with limited
decay rate of m(t) — 0 as t — 0 of the form

m(t) > Ct* ae. on [0,1] (k> —) (37)
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and some constant C' > 0, then we have an estimate
fla) = O ((xi) as a—0 (38)

for the profile function (7) of Tikhonov-Phillips regularization whenever z, € L>°(0,1)
(see [17]). The obtained rate (38) cannot be improved.

By two examples we show that the distance function d(R) defined by formula (23) can
be verified for the pure multiplication operator (3) in some cases explicitly. Namely, for
all A > 0 formula (28) attains here the form

m(t) zo(t)

RNTHCES

(0<t<1).

The function A\(R) introduced in the proof of lemma 2.5 is defined via the equation

2 _ ! m?(t) 72
R = /g o (t)dt. (39)

Moreover, we have for all R > 0

i [ w7 Rm
e = [ - e3m) = [, G amp 0 @0

For simplicity, let us assume

xo(t) =1 (0<t<1) (41)
in the following two examples.
Example 1 Consider (41) and let

m(t) = t 0<t<1). (42)

This corresponds with the case x = 1 in condition (37) yielding f(a) = O(v/«).

Proposition 3.1 For xy from (41) and multiplier function (42) we have with some con-
stant R > 0 an estimate of the form

d(R) < Y= (R< R < ) (43)

for the distance function d of the pure multiplication operator M.

Proof: For the multiplier function (42) we obtain from (39) by using a well-known
integration formula (see, e.g, [38, p.157, formula (56)|)

1

2 _ L - _ 1 1 arctan !
R = /(t2+)\(R))2 dt = 2T+ AR < A(R)>' .

0
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Evidently, for sufficiently large R > R > 0, there is a uniquely determined A\(R) > 0
satisfying the equation (44), since —2(1—i/\) + 2\% arctan <%> is a decreasing function for

A € (0,00) and tends to infinity as A — 0. Based on [38, p.157, formula (48)] we find for
equation (40)

B A(R) A(R) 1
d / t2+)\ dt = 2(1+)\(R))+ 5 arctan(m>.

0

If R is large enough and hence A\(R) is small enough, then we have

1
< VA(R) arctan ( A(R))

9 1
d“(R) < \/A(R) arctan ( A(R)) .

Moreover we obtain A(R) < A(R) and d2(R) < /A(R) arctan (

A(R)
1+ A\(R)

and can estimate

> if \(R) denotes
\R)

the uniquely determined solution of the equation

~ S wretan (%) .

Then we derive @ arctan ( 1 ) = MR) R? and

2

By using the inequality
1 1 w1
7 arctan (7) < 5 T \/_ (A>0)
we get for the uniquely determined solution /N\(R) of equation \% = R? the estimates
AR) < A(R) and
d*(R) < 2X\(R)R? = ﬁm ;
and hence (43) 4

Proposition 3.1 shows that the situation 2 of power type decay rate (30) for d(R) — 0 as
R — oo with v = 1 yielding f(a) = O({/a) occurs in this example. Lemma 2.4 provides
here the order optimal convergence rate. This is not the case in the next example.

Example 2 Consider (41) and let
m(t) = Vt (0<t<1). (45)

This corresponds with £ = $ in condition (37) yielding f(a) = O(Va).
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Proposition 3.2 For xy from (41) and multiplier function (45) we have with some con-
stant R > 0 an estimate

1
d(R) < exp (—§R2) (R< R < ) (46)
for the distance function d of the pure multiplication operator M.

Proof: For sufficiently large R > R > 0, there is a uniquely determined element A(R) > 0
solving the equation

1
¢ 1 1
RE= | — dt=In(1+=-) - —
/(t+)\)2 n<+)\) TN
0

which corresponds here to (39), and we obtain for (40)

A(R)

/m 2= T S M)

In the same manner as in the proof of proposition 3.1 we can estimate

< VAR) < \/AR)

for sufficiently large R, where A(R) solves the equation In 1 = R?. Then we have / AR) =

exp (—%2> and hence (46) 4

Proposition 3.2 indicates for that example the situation 3 of exponential type decay rate

(36) with ¢ = 1 and ¢ = 2 yielding f(a) = O < (Inl) (1). In this example, the rate

result provided by lemma 2.4 is only almost order optimal. We should note that (45)
1

represents with x = 3 a limit case for the family of functions m(t) = t* and (41), since

we have - € L*(0,1) for all 0 < x < 5 implying a canonical source condition (10).

Certainly, only in some exceptional cases (see examples 1 and 2) majorants for distance
functions d(R) can be found explicitly. From practical point of view it is in like manner
difficult to verify or estimate the relative smoothness of an admissible solution zq € X
with respect to A by finding appropriate index functions ¢ and by finding upper bounds of
the function d indicating the violation level of canonical source condition for that element
xg.

4 Inverse problems with multiplication operators

Based on three examples from natural sciences and stochastic finance we will indicate
that multiplication operators play an interesting role in inverse problem theory. All three
examples will be formulated for the Hilbert space X =Y = L%(0,1). Some analysis of
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the examples 3 and 4 was already presented in [14] and [15, pp.57 and pp.123|. For more
details concerning the example 5 we refer to [12] and [18].

Example 3 First we consider an example mentioned in the book [10] that aims at
determining the growth rate z(¢) (0 <t < 1) in an O.D.E. model

y'(t) =x(t)y(t), y(0)=cr>0

from the data y(t) (0 <t < 1), where we have to solve an equation (2) with the nonlinear

operator
S

F@)] (s) = e exp / £(t)dt 0<s<1). (47)

The functions y(s) (0 < s < 1) can represent, for example, a concentration of a substance
in chemical reaction or the size of population in a biological system with initial value c;.

O

Example 4 Secondly, we consider the identification of a heat conduction parameter
function z(¢) (0 <t < 1) in a locally one-dimensional P.D.E. model

Ou(x,t) .\ Pu(x.1t)
o W

0<x<l1 0<t<1)
with the initial condition
u(x,0) = sinmy 0<x<1)
and homogeneous boundary conditions
u(0,t) = u(l,t) =0 0<t<1)

from time dependent temperature observations

y(t)zu(%,t) 0<t<1)

at the midpoint x = 1/2 of the interval [0, 1] (see [1, p.190]). Here, we have to solve (2)
with an associated nonlinear operator

[F(z)] (s) = exp | -2 /x(t)dt (0<s<1). (48)
0 O
The operators F' from (47) and (48) are both of the form
[F(2)] (s) = caexp (ca[J z](s)) (0<s<1, ca#0, cp#0) (49)
and belong to the class of composite nonlinear operators
F=NoJ:D(F)c L*0,1) — L*(0,1)

14



defined as
[F(@)](s) = k(s, [Jz](s)) (0<s<1; e D(F)) (50)

with J from (4) and half-space domains

D(F) = {z € L*(0,1) : z(t) > ¢o > 0 a.e. on [0,1]}. (51)
Here, N defined as
[ING(E) = k(2 2(1)) 0<t<1)
is a nonlinear Nemytskii operator (see, e.g., [2]) generated by a function k(t,v) ((¢,v) €
[0, 1] X [¢g, 00)). For sufficiently smooth functions & there exist Fréchet derivatives F'(xq) =
B of the form .
(Ba](s) = m(s) / Bdt (0<s<1) (52)

mapping in L?(0, 1), which are compositions B = M o J of a multiplication operator M
defined by formula (3) and the integration operator J from (4), where the corresponding
multiplier function m depends on x(y and attains the form

Okt [T a0)(1)

m(t) 7

0<t<1)

exploiting the partial derivative of the generator function k(¢, v) with respect to the second
variable v.

In the examples 3 and 4 we have with (49)
k(s,v) = ca exp (cpv) (0<s<1,v>0) (53)

and
m(t) = cacp exp(cp[Jxol(t)) = cp[F(xo)](t) (0<t<1). (54)

We easily derive lower and upper bounds ¢ and C such that 0 < ¢ < C' < co and

¢ = |eal les| exp (=ep| |lzol]) < [m(8)] = |e| [[F(x0))(8)] < |eal |es| exp (|es] [|zol]) Z(C
55)
showing that the continuous multiplier function (54) has no zeros.

Example 5 As third example of this section we present an inverse problem of option
pricing. In particular, we have a risk-free interest rate p > 0 and consider at time ¢t = 0 a
family of European standard call options for varying maturities ¢ € [0, 1] and for a fixed
strike price S > 0 written on an asset with asset price H > 0, where y(t) (0 <t < 1) is
the function of option prices observed at an arbitrage-free financial market. From that
function we are going to determine the unknown volatility term-structure. We denote the
squares of the volatility at time ¢ by x(¢) (0 < ¢ < 1) and neglect a possible dependence of
the volatilities from asset price. Using a generalized Black-Scholes formula (see, e.g. |25,
pp.71]) we obtain

[F(:L‘)](t) = UBS(H7 S, p, L, [Jw](t» (O St< 1)
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as the fair price function for the family of options, where the nonlinear operator F' with
domain (51) maps in L?*(0,1) and Upg is the Black-Scholes function defined as

L H@(dl) — S€7PT¢)(CZ2) (8 > O)
Ups(H, 5, p, 7,5) := { max (H — Se™*7,0) (s =0)

with .
_Ingtert3

dy = NG , dy=dy — /s

and the cumulative density function of the standard normal distribution

1 ¢ 2
o(¢) = \/—2_71'/_ e T de.

Obviously, we have F' = N o J as in (50) with Nemytskii operator
N = k(t2(0) = Ups(H,S,pt,2(1)  (0<t<1).

If we exclude at-the money options, i.e. for S # H, we have again a Fréchet derivative
F'(x9) = B of the form (52) with the continuous nonnegative multiplier function

_ OUps(H, S, p,t,[J zo](t))

m(0) =0, m(t) i O<t<1),
for which we can show the formula
_ H C(wtpt)? (vtpt)  [Jwo(t)
mit) =3 27T o) (t) ( 2[J 2o () 2 8 ) >0 <isl)

where v = In4 # 0. Note that ¢t < [Jxo)(t) < €t (0 <t < 1) with ¢ = ¢y > 0 and
¢ = ||zg||. Then we may estimate

2 2
wv(-5) ool
Q472—t < m(t) < 0—2\/i
Vit
for some positive constants C and C. The function m € L>(0,1) of this example has

a single essential zero at ¢ = 0. In the neighborhood of this zero the multiplier function
decreases to zero exponentially, i.e., faster than any power of t.

0<t<1) (56)

For a comprehensive analysis of the specific nonlinear equations (2) in the examples 3
to 5 including detailed assertions on local ill-posedness and regularization we refer to [16,
section 2|. If the equations (2) with F' from (50) are solved iteratively, then a series of
linearized equations (1) with A = B = Mo.J are to be handled. In the remaining section 5
we will discuss the influence of varying multiplier functions m on the ill-posedness behavior
of (1) for such composite linear operators B.
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5 Zeros of multiplier functions and their influence on
the ill-posedness of composite linear problems

In this final section we study the ill-posedness effects of injective and compact composite
linear integral operators B of the form (52) mapping in L?(0,1). We focus on multiplier
functions m satisfying the conditions

m € L'(0,1) and |m(t)| > 0 a.e. on [0, 1] (57)

as well as
Im(t)] < Ct" a.e. on|0,1] (58)

for some exponent x > —1 and some constant C' > 0. Note that (57) implies the injec-
tivity of the operators M and B and (58) implies the compactness of B such that the
corresponding operator equation (1) with A = B is ill-posed.

If inequalities

c<|m(t)| <C ae onl0,1] (59)
hold with constants 0 < ¢ < C' < oo as in the examples 3 and 4 (see formula (55)),
the ordered singular values ¢,,(J) ~ n~! of the integration operator J and o, (B) of the
composite operator B have the same decay rate as n — oo due to the Poincaré-Fischer
extremal principle (cf.; e.g., [5, lemma 4.18] or [13, lemma 2.44]). Hence the degree of
ill-posedness of (1) with A = B is always one for such multiplier functions m. If, however,
m has essential zeros as in case of the families of power type functions

m(t) =t~ 0<t<1l, k>-1) (60)
and of exponential type functions

m(t) = exp (_ti) O<t<1), (61)

the condition (59) cannot hold. Then a new factor of ill-posedness comes from the non-
compact multiplication operator M in B. We will study its influence on the convergence
properties of regularization.

As discussed in section 2 we have convergence rates f(a) = ||z, — zo]| = O(Va) as
a — 0 of regularized solutions z, to the exact solution xy of a linear ill-posed operator
equation (1) provided that xg satisfies (10). In general, a growing degree of ill-posedness of
(1) corresponds to a growing strength of the source condition (10) that has to be imposed
on the solution element zy. In this context, we compare the strength of condition (10) for
the case A = J that can be written as

zo(t) = [J vol(t) = /’UO(S) ds (0<t<1; vy€ L*0,1), ||Jvo]| < Ro) (62)

and for the case A = B = M o J written as

xo(t) = [J*M*v|(s) = [J*Mv](t) = /m(s)v(s) ds (0<t<1;veL*0,1)). (63)
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If we assume that the multiplier function m has an essential zero, say only at t = 0, then
the condition (62) that can be rewritten as

xhy € L*(0,1) and (1) =0

is obviously weaker than the condition (63) which is equivalent to

/

% € L2(0,1) and xo(1) =0, (64)

since we have % ¢ L>(0,1) for the new factor occurring in (64). Consequently in order
to satisfy the source condition (64), the (generalized) derivative of the function x has to
compensate in some sense the pole of % at t = 0. The requirement of compensation grows
when the decay rate of m(t) — 0 as t — 0 grows. Hence the strength of the requirement
(64) imposed on zy grows for the families (60) and (61) of multiplier functions m when
the exponents k increase. Moreover, for the exponential type functions (61) the condition
(64) is stronger than for the power type functions (60). Note that exponential functions
can really arise as multiplier functions in applications as the example 5 (see formula (56))
shows. However, the influence of the multiplier functions with varying orders and kinds
of zeros on the ill-posedness of the inverse problem (1) with A = B is limited. Some
arguments concerning that fact are given in the following.

For a case study we assume that the canonical source condition (62) is satisfied, but we
do not assume the stronger condition (63). Under the assumption (62) lemma 2.4 applies
and helps to evaluate the profile function f(a) = ||z4—x¢|| with x, = (B*B+al) ' B* Bxy.
Namely, we have for

d(R) = inf {||zo — B*w| : w € L*(0,1), |Jw|] < R}
the estimate
d(Ro) S ||J*UQ — B*U()H = ||J*(U0 — M?J())” Wlth ”’U()H S R()

and hence
1 1 2 1

d?(R)g/ /(1—m(t))v0(t)dt ds < /(1—m(t))2dt lvoll2.

S

This implies with (24) the estimate

fla) < Roy|a+ ngg%O) < Ry a+/(1—m(t))2dt. (65)

0

If we compare the upper bound of the profile function in (65) with the bound Ry +/«
in (11) that would occur whenever (63) would hold, we see that the former function is

1
obtained by the latter by applying a shift to the left with value [(1 —m(t))*dt > 0. A
0

positive shift destroys the convergence rate. However if for noisy data the shift is small
and ¢ not too small, then the regularization error is nearly the same as in the case (63).
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If, for example, values of the continuous non-decreasing multiplier function m as plot-
ted in figure 1 deviate from one only on a small interval [0, ), i.e.,

m(t) = 1 (e<t<1),
m(t) — 0 as t—0,

we have

0.2

L L L L L
[ 0.2 0.4 0.6 0.8 1
t

Figure 1: Function m(t) deviating from 1 only on a small interval 0 < ¢ < e.

fla) < Rywa+e (66)

and the influence of the multiplier function disappears as ¢ tends to zero. As the consid-
eration above and formula (66) show, the decay rate of m(t) — 0 ast — 0 as a power type
function (60) or as an exponential type function (61) in a neighborhood of of ¢t = 0 is with-
out meaning for the regularization error in that case. Only the integrals fol(l —m(t))3dt
influence the regularization errors.

Also an integral, here fol m(t)dt, influences the behavior of the singular values o, (B) as
n — oo. Namely, in the recent paper [20] we could prove that linear ill-posed problems (1)
with composite operators (52) have always the degree of ill-posedness one if the multiplier
function m is a power function (60) with £ > —1, where we have the asymptotics

on(B) ~ /m(t)dt o.(J) as n— oo. (67)

Moreover, various numerical case studies including exponential type multiplier functions
m presented in [8] confirm a conjecture that the asymptotics (67) remains true for all
multiplier functions m satisfying (57) and (58) with x > —1. Hence, in a composition
B = M o J the non-compact operator M seems to be unable to destroy the degree of
ill-posedness which is determined by the compact operator J. By considering the source
condition (64) alone this independence of the multiplier function m could not be expected.
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